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Abstract 

 

The Great Depression is infamous for banking panics, characterized by fearful 

depositors rapidly withdrawing deposits from the banking system. Using geocoded microdata 

on individual banks, we develop metrics that illuminate the incidence of panics. These metrics 

illuminate how banks that remained in operation responded to panics. We find that between 

1929 and 1932, panics reduced aggregate lending by 13% and the money multiplier and money 

supply by 36%, relative to 1929 values. Banking panics, in other words, caused about four-

tenths of the decline in bank lending and nine-tenths of the decline in the money supply during 

the Great Depression.      
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I. Introduction 

The banking panics of the Great Depression, which “began in the autumn of 1930, were 

described as “a contagion of fear [that] spread among depositors (Friedman and Schwartz, 

1963, p. 308).” The epidemic of anxiety forced thousands of banks out of business. This shock 

to the financial system reduced the money supply, depressed prices, raised real interest rates, 

deflated debts, and lowered consumption and investment (Fisher, 1933; Friedman and 

Schwartz, 1963). These deflationary dynamics feature prominently in explanations for the 

length and severity of the contraction in economic activity in the United States in the early 

1930s (Romer, 1993; Wicker, 1996; Bordo, 2003; Calomiris and Mason, 2003a; Christiano, 

Motto, and Rostagno 2003; Richardson and Troost, 2009). Understanding the nature of these 

events – and in particular how the contagion of fear affected the financial system and afflicted 

the rest of the economy – is crucial for understanding the deepest downturn in modern 

American history as well as drawing lessons from that catastrophic crisis (Bernanke, 2013; 

Eichengreen, 2016).  

Venerable and recent research describes how fear and uncertainty in financial markets 

reduced investment, employment, and consumption (Keynes 1936; Galbraith 1955; Romer 

1990; Benmelech, Frydman, and Papanikolaou 2019). A related literature describes bank 

failures and their effects (Friedman and Schwartz 1963; Bernanke 1983; Calomiris and Mason 

2003b; Richardson and Troost 2009; Jalil 2015; Ziebarth 2015; Hansen and Ziebarth 2017; 

Cohen, Hachem, and Richardson 2020). Surprisingly, little research examines how the banking 

panics and the contagion of fear driving them impacted banks that remained in operation.1 On 

this point, Friedman and Schwartz (1963) provide only narrative evidence and time-series 

aggregates. Macroeconomists provide aggregate models calibrated to historical data 

(Christiano, Motto, and Rostagno 2003). Little direct statistical evidence, however, links 

banking panics to changes in the behavior of operating banks and then to changes in 

macroeconomic aggregates such as lending, the money multiplier, and the money supply.  

To fill this lacuna, we construct three new data sets. The data allow us to use panel-data 

methods to test two channels through which banking panics may have affected banks that 

remained in operation between 1930 and 1933. The first channel, commonly called balance-

sheet effects or the credit channel, occurs when uncertainty, anticipation, or the reality of 

 
1 A recent contribution along these lines is Mitchener and Richardson (2019), which explores the impact on 
money-center banks of liquidity impulses transmitted through interbank networks from the periphery to the core 
of the financial system. 
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declining deposits induces banks to reduce lending to households and businesses. The second, 

commonly called the monetary channel, occurs when changes in depositors’ and bankers’ 

behavior reduce monetary aggregates, such as the money multiplier and the money supply. Our 

novel data and panel methods enable us to estimate the magnitudes of these channels using 

treatment and control estimation strategies. These methods yield causal estimates of banking 

panics’ impact on lending and monetary aggregates. 

 The initial step in our analysis is to establish a metric for the intensity of banking panics 

in each Federal Reserve District during each call period, which roughly correspond to quarters 

of the year. This panic-intensity metric builds on our previous research (Mitchener and 

Richardson 2019). The metric is the number of banks suspending operations that are closely 

clustered together in time and space (e.g. suspensions within 10 days and 30 miles of each 

other). Davison and Ramirez (2015) showed that news accounts described these clusters as 

bank panics during the 1920s. Mitchener and Richardson (2019) showed that these clusters 

coincided with drains of interbank deposits through the reserve pyramid and with runs and 

panics described by news accounts during and academic accounts of the 1930s. We compare 

our panic-intensity measure to our first new data set, which is balance sheet information from 

weekly-reporting banks aggregated by Federal Reserve District and corrected for sampling 

biases in the original sources. The comparison demonstrates that large clusters of suspensions 

coincided with substantial drains of demand deposits from Fed member banks. Smaller clusters 

– particularly those involving non-member banks outside of reserve cities – did not. Some of 

these clusters coincided with flights to quality, when depositors shifted funds out of non-

member banks in the interior and into depositories in financial centers, particularly New York 

City. This exercise demonstrates that our panic-intensity measure detects small local panics, 

which scholars often overlook, as well as large regional panics, which scholars typically study.  

The panic-intensity measure enables us to determine how banking panics affected 

lending and monetary aggregates. To do so, we construct our second and third new data sets. 

The second contains balance sheets of all commercial and mutual-savings banks aggregated by 

call date, Federal Reserve District, and level of the reserve pyramid (i.e. non-member banks, 

country Fed-member banks, reserve-city Fed-member banks, and central-reserve-city Fed-

member banks). The third consists of data on monetary aggregates, including the money 
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supply, monetary base, and the money multiplier and its components for each Federal Reserve 

District at each call report date during the Great Depression.2  

These data enable us to produce causal estimates of the effects of banking panics on 

lending and monetary aggregates. We do this by comparing the intensity of panics to changes 

in deposits, lending, and monetary aggregates. The comparison reveals that these variables 

changed more when panics were more intense, after controlling for pre-trends, common 

shocks, and district-level differences in economic activity, expectations, financial conditions, 

and Fed policies. We find similar results when we control for unobserved shocks by comparing 

individual Fed districts to their neighbors.  

After estimating how panics impacted money and lending in each Federal Reserve 

district, we provide a national perspective by aggregating our regional estimates. Our analysis 

shows that, during the first banking panic of 1930, there was flight to quality. Deposits 

decreased in districts exposed to that panic but increased in New York City as depositors sought 

safety from local bank runs. During subsequent panics, as the contagion of fear spread, New 

York also experienced deposit drains. In total, from 1929 to 1932, panics reduced aggregate 

commercial bank loans and investments by 13% and the money multiplier and money supply 

by approximately 36%. Panics’ effect on banks in operation, in other words, caused about four-

tenths of the decline in bank lending and about nine-tenths of the decline in the money 

multiplier between the summer of 1929 and end of 1932. 

Our research provides an empirical counterpart to theories explaining the existence of 

bank runs and contagion (e.g., Diamond and Dybvig 1983, Dasgupta 2004) and explores 

channels that illustrate how distress is transmitted from banks to the real side of the economy 

(Iyer and Puri 2012, Huber 2018). Recent research has shown that economies experience larger 

and longer downturns when accompanied by financial crises (Reinhart and Rogoff 2009, Jorda, 

Schularick, and Taylor 2013). Our approach is also consistent with scholarship emphasizing 

that both recent crises and historical crises have their origins in the financial sector rather than 

real production (Sims, 2009).  

This paper contributes to our understanding of the Great Depression and financial 

crises, more broadly, by providing a quantitative assessment of two channels through which 

 
2 Call-report dates are the highest frequency at which monetary aggregates and complete bank balance sheets 
can be measured from primary sources. Higher frequency information that appears in the literature contains 
observations between call reports which have been estimated or extrapolated. Federal Reserve districts are the 
finest possible disaggregation of monetary aggregates, because these aggregates stem from the monetary 
liabilities of a central bank, like the twelve Federal Reserve District banks.  
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financial crises are theorized to amplify downturns.3 One is Friedman and Schwartz’s well-

known monetary deflation mechanism.4 The second is the reduction of lending due to the 

contagion of fear’s impact on the balance sheets of banks. Most commercial banks survived 

the panics of the early 1930s, but lost substantial deposits, forcing them to reduce lending to 

households and firms. These reductions altered the quantity and composition of credit, and also 

changed money supply, the price level, or other aggregate variables that were at the heart of 

Friedman and Schwartz’s analysis.5 Finally, our analysis relates to research demonstrating the 

relevance of balance-sheet constraints as drivers of recessions (Bernanke 2010, 2015, Gorton 

2010, Adrian and Shin 2010, and Gertler, Kiyotaki, and Prestipino 2016, Gertler and Gilchrist, 

2018). Our findings draw attention to the importance of financial-firm balance sheets as drivers 

of deep and prolonged downturns. 

In the next section of the paper, we describe the spread of bank suspensions through 

time and across space, and then measure the incidence of banking panics during the Great 

Depression. Section III examines how banking panics effected deposits held in banks, 

particularly those that survived the events. Section IV examines how panic-induced deposit 

flows and other factors effected lending by banks. Section V calculates the impact of panic on 

lending at the aggregate level. Section VI uses the methods described in the preceding sections 

to estimate panics’ impact on the aggregate money supply.6  

 

II. Characterizing Contagion and Measuring Panics 

Panics were periods when fear dictated decisions for lots of depositors.7 While panics 

were driven by psychology, they are measurable in the data. Panics were periods when bank 

 
3 Researchers have noted that the 2008 crisis resembled the Great Depression. The global financial crisis 
following the failure of Lehman Brothers was characterized by contagious runs on financial institutions 
primarily investment and shadow banks. Gorton and Metrick (2012) and Gorton (2014) describe runs on the 
repo market, which financial institutions used to finance purchases of mortgage-backed securities. 
4 See Friedman and Schwartz (1963), Mishkin and White (2014) for how the Fed’s real bills policy and Riefler-
Burgess doctrine (Meltzer, 2003) constrained Reserve Banks lending through their discount windows during the 
1930s. 
5 Bernanke (1983) focuses on the failure of banks during panics, which destroyed relationships and information 
that facilitated financial intermediation, raised the costs of acquiring credit, and reduced the supply of loans 
from banks. Our research focuses on how panics impacted banks that did not fail and how these impacts altered 
monetary and credit aggregates. The channel which we illuminate is, in other words, complementary to 
Bernanke’s hypothesis. Our research also complements earlier studies that have focused on the weakening of 
household balance sheets during the Great Depression (Fisher 1933, Mishkin 1978).  
6 A series of appendices describes our data, the algebra that we use to calculate the aggregate impact of local 
shocks, the relationship between monetary aggregates at the national and Fed-district levels, and an extension in 
which we examine the impact of the nationwide panic in the winter of 1933. 
7 It is possible that fear is grounded in rapid information updating, perhaps in the spirit of Goldstein and Pauzner 
(2005).  
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runs become clustered in space and time, as depositors abruptly changed their behavior and 

rapidly withdrew deposits from the banking system (Calomiris and Gorton, 1991).  

There are a variety of reasons why depositors initially withdrew deposits en masse 

during the Great Depression (Calomiris and Mason, 1997, 2003b; Richardson and Troost, 

2009; Friedman and Schwartz, 1963; Postel-Vinay, 2016). During panics, depositors could 

have been responding to knowledge or beliefs that banks had correlated assets, as in research 

emphasizing interbank relationships (Diamond & Rajan, 2006; Allen and Gale, 2000; Freixas, 

Parigi, and Rochet, 2000; Mitchener and Richardson, 2019), or depositors may have feared that 

other depositors would run their bank, leading to them to withdraw their deposits as well 

(Diamond and Dybvig, 1983). Our empirical focus is not on what triggered a single bank or a 

group of banks to suspend, or on whether shocks primarily affected bank liquidity or solvency, 

but on determining when runs were widespread, leading to swift and substantial withdrawals 

from depository institutions. Thus, we translate Freidman and Schwartz’s narrative argument 

into something observable: the temporal and spatial clusters of bank suspensions, which 

contemporary observers typically labelled banking panics.  

Focusing our empirical investigation on panic periods also helps to pin down the 

direction of causality when, in later sections of the paper, we link withdrawals to changes in 

the lending and ratios that affect the money multiplier. During panics, individuals’ and firms’ 

willingness to deposit funds in financial institutions shifted suddenly and sizably. Banks 

reacted to these withdrawals by changing their balance sheets. Using data and techniques 

discussed in Sections IV to VI, we measure the impact of changes in demand and time deposit 

balances on the quantity and composition of lending and on monetary aggregates. During 

periods without banking panics, when supply and demand for deposits and loans moved 

gradually and in response to similar stimuli, endogeneity makes it difficult to make inferences 

based on the data. 

Although the U.S. experienced hundreds of bank failures during the 1920s, contagion 

was limited. That is, few bank failures induced runs on other banks; 14 local panics occurred, 

but these did not spread beyond a couple of counties (Davison and Ramirez, 2014; Carlson, 

Mitchener and Richardson 2011). No regional or national panics occurred (Jalil, 2015). 

However, in the fall of 1930, the situation changed. Bank runs spread rapidly from town to 

town, city to city, across state borders, and through the interbank network. From the summer 

of 1929 through the fall of 1930, an average of 15.1 suspensions occurred each week, with a 

standard deviation of 6.6. In November 1930, just after the collapse of Caldwell and Company, 
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average weekly suspensions rose to 39.1, with a standard deviation of 29.4. Officials at the 

Federal Reserve Bank of New York recognized the growing problem, noting that “fears of the 

public found expression in currency hoarding (Federal Reserve Bank of New York, 1931, p. 

6).” This period of heightened and variable distress lasted until the Banking Holiday in March 

1933. 

Scholars have relied on narrative evidence and aggregate time series data on bank 

suspensions to identify national and super-regional panics during the 1930s (Friedman and 

Schwartz, 1963; Jalil, 2015; Richardson, 2007a; Wicker, 1996) – events that affected large 

numbers of banks in multiple, and in some cases, most Federal Reserve districts. More recently, 

researchers have developed metrics that capture the spatial and temporal clustering of bank 

suspensions (Carlson, Mitchener, and Richardson, 2011; Davison and Ramirez 2014; 

Mitchener and Richardson, 2019). These methods can identify local panics that were confined 

to small geographical areas, such as individual Federal Reserve District, counties, or cities, and 

which are difficult to detect in aggregate data. We use two of these methods to identify local 

panics. The Davison-Ramirez procedure identifies clusters of bank suspensions by calculating 

the number of banks that suspend within (i) a limited distance (measured in miles), (ii) a rolling 

window (measured in days since the last suspension of a bank within the potential cluster), and 

(iii) a threshold for minimum cluster size. The Mitchener-Richardson method identifies clusters 

of banks suspensions that exceed those expected if bank suspensions were randomly distributed 

across banks, time, and space.8 This method calculates join counts. A join count indicates the 

number of pairs of banks that suspended operations within a set distance (measured in miles) 

and a fixed time interval (such as a week).9 Both methods detect all of the panics that Wicker 

(1996) and other scholars discuss using newspaper articles. We also detect additional panics 

that were not prominent enough to be appear in newspapers or which were overshadowed by 

more newsworthy events. Both methods also provide a way to rank the severity of panics 

relative to each other and relative to the large number of banks failing for other reasons (such 

as insolvency). 

 
8 Mitchener and Richardson (2019) indicates how to calculate the join count expected under the null hypothesis 
that bank suspensions were randomly distributed over the landscape, the variance of the null, and the threshold 
at which to reject the null hypothesis of geographic randomness. Join counts have the additional advantage of 
explicitly taking into the uneven spatial pattern of banks across U.S. states when calculating panics. 
9 In theory, depositors could run a single financial institution and induce a banking panic. As we are providing 
an empirical assessment of contagion of fear both methodologies, joins and clusters, will include at least two 
banks. For clusters, the minimum number in a panic is a parameter set by the researcher. For joins, the minimum 
panic size is determined by the underlying spatial distribution of the data, the percentage of banks suspending 
operations during a call interval, and the time interval and maximum distance chosen by the researcher.  
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We use geocoded micro data from examiners’ reports of bank suspensions to identify 

geographic clusters of bank suspensions that were collected from Federal Reserve Board 

archival records described in Appendix A. This database indicates the date and location of all 

bank suspensions, liquidations, and mergers under duress.10 A suspension is defined as a bank 

closing its doors to depositors for at least one business day, whether temporarily or 

permanently. The richness of the data is depicted in Figures 1 and 2, which show the 

suspensions occurring during the Caldwell Panic and in the panic around Britain’s departure 

from gold. The figures also illustrate that national and super-regional panics identified by 

previous scholarship consisted of scores of regional and local panics occurring simultaneously. 

Table 1 shows the distribution over time and across Federal Reserve Districts of bank 

suspensions in 10-mile, 30-day joins, i.e. banks that suspended within 10 miles and 30 days of 

each other.11 These clusters are symptoms of local-banking panics (Davison and Ramirez, 

2014). Local panics peaked in the last quarter of 1930 and latter half of 1931, during the 

regional and national banking crises that occurred at those times. Outside these large events, 

however, many small local panics occurred.12 At least one local panic occurred during each 

call period. At least one panic occurred in every Federal Reserve district. The intensity of these 

 
10 The database also indicates the reasons why banks suspended operations (based on examiners’ conclusions at 
the time of suspension), whether banks reopened, and who decided to suspend operations, typically either 
regulatory authorities or a bank’s own board of directors. For certain calculations, we merge this information 
with data on all banks in operation in the United States on July 1, 1929, as reported in Rand McNally Bankers’ 
Directory. Since this publication provides the town in which each bank operated, we use this information to 
code the latitude and longitude – information we use when determining whether banks were involved in 
Depression-era banking panics. 
11 Table 1 focuses on the definition of clusters that Bayesian econometric methods (described latter in the paper) 
indicate was most highly correlated with deposit outflows from commercial banks after controlling for other 
factors. Note that tables based on different definitions of panics (e.g. 30-mile, 10-day, 4-bank clusters or 10-day, 
70-mile joins) yield similar patterns. The data shown in the table are aggregated by quarter, which we later 
match to call dates in order to link them to balance sheet data. For each year, the summer call data fell on the 
last business day of June, typically June 30th. The winter call date fell on the last business day of December, 
typically December 31st. In 1929, the spring call occurred on March 27th and the fall call on October 4th. In 
1930, the spring call occurred on March 27th and the fall call on September 24th. For 1931, the spring call 
occurred on March 26 and the fall call on September 29. For 1932, a spring call did not occur. The fall call came 
on September 30th. 
12 These local panics amounted to nearly 20% of all bank suspensions from the peak of the business cycle in the 
summer of 1929 through the Banking Holiday in March 1933. The penultimate row and column of Table 1 
indicate that about 20% of the banks failing during these panics belonged to the Federal Reserve System. The 
fraction of Fed members caught up in panics rose slightly during the national crisis following Britain’s 
abandonment of the gold standard in the later part of 1931. The last row and columns indicate that, from the 
summer of 1929 through the Banking Holiday of 1933, nearly 45% of all banks that suspended operations did so 
during banking panics. The fraction of banks that suspended during panics (rather than outside of panics) 
peaked at about two-thirds during the later quarters of 1930 and 1931. The fraction that suspended during panics 
was highest (from 50% to 60%) in industrial northeastern and mid-western states and lowest in states in the 
south and west. Overall, of the banks that suspended during panics, about 55% did so during large regional or 
national events and 45% suspended during as a result of local panics. 
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local panics varied. Some triggered the suspension of substantial numbers of banks. Others 

involved few suspensions. Some occurred close to the border of a Federal Reserve district. 

These involved only one or two banks in a district but also banks in an adjoining district. A 

few simultaneously triggered suspensions in all districts. The spatial and temporal variation of 

the panics identified in Table 1 is crucial to our identification strategy. 

The microeconomic data from examiners’ reports provides further evidence that bank 

suspensions, which were clustered in time and space, differed from suspensions at other times. 

During periods of clustering, examiners commonly reported “heavy withdrawals” or “failure 

of a correspondent” as the reasons for a bank’s suspension. Banks’ boards of directors initiated 

most suspensions, in an attempt to get ahead of the situation and preserve shareholder value. 

The fraction of banks suspending temporarily (rather than closing permanently) rose. Outside 

of periods of clustering, examiners more often reported declining asset values as the cause of 

banks’ failures. Regulators were more likely to initiate bank closures. The fraction of banks 

suspending temporarily fell. Most banks that closed their doors to the public closed them 

forever. Temporary suspensions are clear indicators of illiquidity since these institutions must 

have been solvent. Banks that temporarily suspended eventually repaid depositors, and in most 

cases, continued to pay dividends to stockholders. From related studies on the Great 

Depression, we know that in at least some of these incidents, suspended banks that were 

liquidated eventually had higher recoveries on assets than banks that liquidated outside of 

periods of panic (Richardson and Troost, 2009). All of this evidence is consistent with the 

observation that when bank failures were closely clustered in time and space during the 

Depression depositors withdrew funds from banks en masse. 

 

III. Examining the Effect of Panics on Deposits  

To understand how panics affected banks, we assemble two new data sets containing 

aggregated information from bank balance sheets. The first comes from a sample of Federal 

Reserve member banks from 100 sizeable cities, including all reserve and central-reserve 

cities.13 The data was recorded on Wednesday of each week. This weekly-reporting data is 

 
13 The Federal Reserve reports that weekly reporting banks are a representative sample of all member banks. 
Participation in the sample is voluntary. When banks cease participating, other banks are recruited to maintain 
the sample’s properties. The Federal Reserve provides little additional information about the nature of the 
sample. The Fed has not released the identities of weekly reporting banks or details about the sampling 
procedure. Sample coverage varies from 50% to 75% of bank assets over time and across Federal Reserve 
district. This range indicates that large banks must be oversample, or in other words, that movements in the 
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aggregated for the twelve Fed districts and the central reserve cities of New York and Chicago. 

We correct the data for biases inherent in the Fed’s sampling procedures. This weekly data 

provides a high-frequency perspective that can be used for event-study analysis. The second 

type comes from call reports. It includes balance sheets from all commercial banks (both 

member and non-member). It is aggregated for the three levels of the reserve pyramid (country 

banks, reserve city banks, and central reserve city banks), for each Federal Reserve district, 

and at each call report date (roughly quarterly). This information facilitates panel analysis. 

Together, the data sets illuminate balance sheets of operating and failed banks at the same dates 

and jurisdictions as we observe monetary aggregates. The data also illuminate movements of 

deposits and loans within those intervals. Appendix A provides further details on sources and 

construction of these data sets, which we employ to examine the effects of panics on 

commercial bank deposits. 

 

A. Event Studies on Regional and National Panics Using Weekly-Reporting Data 

 

The high-frequency, weekly reporting data allow us to use an event-study approach to 

illustrate how demand and time deposits responded to seven national and regional panics. Our 

list includes all of the regional and national panics typically identified by economic historians 

using the narrative method and aggregate data as well as in Mitchener and Richardson (2019), 

which provides a data-driven approach to identifying larger panics using the aggregate time 

series data. The panics begin with the failure of Caldwell in November 1930, which triggered 

runs in Tennessee and surrounding states. Regional and national panics followed in June 1931 

(a regional panic emanating from Chicago), July 1931 (triggered by the banking crisis in 

Germany and troubles in Europe), September 1931 (a national panic induced by Britain’s 

departure from gold), a nationwide panic that began in December 1931 and continued through 

the first week of February 1932, June 1932 (a second Chicago panic), and winter 1933 (the 

nationwide panic preceding the bank holiday). 

Our event studies begin by defining event windows for each panic based upon the 

criteria described in Mitchener and Richardson (2019).14 From the date each panic began, we 

 
weekly reporting data largely reflect factors affecting large commercial banks in reserve and central reserve 
cities.  
14 Specifically, banking panics are defined as occurring in spans of consecutive weeks that cross four 
quantitative thresholds. First, suspensions in each week are above average for the period following the collapse 
of Caldwell and Company, a key southern banking group that failed during the first large panic of the 
Depression. Second, for at least one week in the interval, weekly suspensions must be more than five standard 
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trace changes in deposits for eight weeks or until the beginning of the next panic. Because 

panics are defined based upon spikes in the spatial and temporal clustering of bank suspensions 

relative to trend, it is unlikely that movements of demand or time deposits during these periods 

(which included large outflows followed by smaller return flows) arose from longer-run trends 

in the data, such as declining business activity.  

Figure 3 plots changes in demand deposits for reporting banks in 100 U.S. cities for the 

six major banking panics that occurred from 1930 to 1932. Demand deposits dropped 

substantially during each panic although the magnitudes and precise timing of the decline 

exhibited some variation. Six weeks after the first banking panic began in November 1930, 

demand deposits had declined by more than $300 million. In the panics in the summer of 1931 

and 1932, it took seven weeks for deposits to fall that much. The largest decline in demand 

deposits, $800 million in seven weeks, occurred after Britain devalued the pound in September 

1931 and the United States chose to defend dollar parity by raising interest rates. 

Figure 4 shows that, during panic periods, time deposits for banks located in 100 cities 

across the United States also declined. During most panics, the reduction in time deposits was 

smaller than demand deposits, averaging around $200 million six weeks after each panic began. 

This reflects the costs of converting time and savings deposits to cash as well as the fact that 

these deposits typically formed banks most stable source of funds. Only a small portion of 

time-deposit outflows returned to banks after each panic. Time deposits’ return flows were 

much smaller than those of demand deposits. So, over time, demand deposits increased as a 

proportion of commercial bank liabilities while time deposits declined. The change in 

proportions reflected the public’s shift toward liquidity. The flight toward liquidity was 

particularly pronounced in the fall of 1931, when Britain departed from the gold standard, and 

time deposits quickly declined by $1 billion. 

Figure 5 plots changes in demand deposits for reporting banks located in New York 

City. In contrast to the rest of the country (Figure 3), demand deposits flowed into New York’s 

banks during the banking panic of 1930 – as depositors sought safe haven in the country’s 

financial center and away from the origins of the panic in Tennessee and Southeastern U.S. 

 
deviations above average weekly suspensions for the period of heighted distress after November 1930. In most 
cases, this five-standard-deviation spike occurred during the initial weeks. All weeks in the interval must have 
suspensions at least one standard deviation above average. Third, for the entire interval, the proportion of banks 
closed by a decision of their board of directors, rather than by regulators, must exceed the proportion during the 
pre-Caldwell period. Fourth, for the entire interval, the proportion of suspensions that examiners attributed to 
runs, rather than other causes, must exceed the proportion during the pre-Caldwell period. Details of the 
calculations, data, and replication code appear in Mitchener and Richardson (2019). 
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(Wicker, 1996; Richardson and Troost, 2009). During the initial weeks of the panic, demand 

deposits rose nearly $175 million in New York. Demand deposits remained elevated even after 

the Bank of United States suspended operations on December 11, 1930.  

Flows of demand deposits into New York City during the panic of 1930 also 

prominently appear in Figure 6, which presents data on demand deposits at the Federal Reserve 

District level. Depositors in New York reacted differently during the next two panics, when 

deposits flowed out of reporting banks in all Federal Reserve districts including New York 

City. The difference between New York and the rest of the nation reappeared in the fall of 1931 

– when demand deposits again flowed toward New York; however, deposits flowed out again 

after the Fed raised interest rates to defend the gold standard. In all but the June 1932 crisis, 

time deposits in New York City banks also decreased in response to banking panics (Figure 7), 

with the magnitude of the declines (at their low point) varying between $50 and nearly $300 

million. It is interesting to note that, in contrast to demand deposits, time deposits fell in New 

York City banks during the banking panic in the fall of 1930. This pattern is consistent with 

the observation that depositors throughout the nation thought of New York as a safe haven and 

sent their deposits there during flights to liquidity. 

 

B. Panel Estimates using Call Report Data 

As the time-series plots show, the large regional and national banking panics 

consistently correspond to periods of large outflows of deposits from commercial banks. Did 

aggregate deposits also decline in response to smaller local and regional panics? What about 

lending and monetary aggregates? To answer these questions, we construct a new, panel 

database from sources described in Appendix A. The panel contains information from bank 

balance sheets aggregated by Federal Reserve District for the three tiers of the banking system: 

country banks, reserve city banks, and central reserve city banks. The panel contains 

information for all banks, including Fed members, non-member commercial banks, and mutual 

savings banks. Information exists at each call-report date. The calls were roughly quarterly in 

frequency. No call took place in the first quarter of 1933, when the national banking holiday 

was declared, so panel estimates span the period June 1929 through December 1932. 

The panel’s structure enables us to compare deposit flows in Federal Reserve districts 

experiencing banking panics to deposit flows in a control group of Federal Reserve districts 

not experiencing banking panics (or experiencing milder panics). We make these comparisons 

while controlling for economic and policy factors that influence deposit flows as well as 
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suspensions of banks for reasons other than banking panics. Our new data and empirical 

approach, therefore, enable us to generate causal estimates of the effects of bank suspensions 

on surviving banks’ balance sheets during the Great Depression. 

Using the 15 calls spanning June 1929 to December 1932, we estimate equations of the 

following form: 

  

(1)  𝐷𝐷𝑖𝑖𝑖𝑖 = ∑ 𝛽𝛽𝑘𝑘𝑆𝑆𝑘𝑘𝑖𝑖𝑖𝑖𝑘𝑘 + ∑ 𝛽𝛽𝑘𝑘𝑘𝑘(𝑆𝑆𝑘𝑘𝑖𝑖𝑖𝑖 ∗ 𝑅𝑅𝑖𝑖)𝑘𝑘 + ∑ 𝛽𝛽𝑘𝑘𝑘𝑘(𝑆𝑆𝑘𝑘𝑖𝑖𝑖𝑖 ∗ 𝐶𝐶𝑖𝑖)𝑘𝑘  

+𝜑𝜑𝑋𝑋𝑖𝑖𝑖𝑖 + 𝛼𝛼𝑖𝑖 + 𝛾𝛾𝑖𝑖 +  𝜀𝜀𝑖𝑖𝑖𝑖. 

 

Dit indicates the change in aggregate deposits from call t-1 to call t within observations 

indicated by the subscript i. For i = 1, …, 12, Dit is the sum of deposits in all country Fed 

member banks located in Federal Reserve district i. For i = 13, …, 24, Dit is the sum of deposits 

in all non-member banks located in Federal Reserve district i. For i = 25, …, 36, Dit is the sum 

of deposits in all reserve-city Fed member banks located in Federal Reserve district i. For i= 

37, Dit is the sum of deposits for all central-reserve-city Fed-member banks located in Chicago. 

In some specifications, we include observations for all central-reserve-city Fed-member banks 

located in New York City (i=38). However, given the unique behavior of deposit flows in New 

York City during panic periods documented in the previous section, we present results focusing 

on the behavior of bank deposits outside of New York City. We discuss New York City 

separately later in the paper. In the results section, we present results for time and demand 

deposits separately. In some specifications, we sum time and demand deposits into a variable 

that we refer to as public deposits. This aggregation is necessary when we report on regression 

results including non-member banks since we do not separately observe time and demand 

deposits separately at call dates for them.15 

The key explanatory variable is the number of bank suspensions. For i ≤ 12, Skit 

indicates the number of commercial bank suspensions in Federal Reserve district i from call t-

1 to call t. For 13 ≤  i ≤ 24, Skit indicates the number of commercial bank suspensions in Federal 

Reserve district i - 12 from call t-1 to call t. For 25 ≤  i ≤ 36, Skit indicates the number of 

 
15 Central reserve city banks are Fed member banks operating in the designated money centers of Chicago and 
New York City. These banks held the preponderance of the nation’s interbank deposits and faced higher reserve 
requirements than other banks. Reserve city banks are Fed member banks operating in officially designated 
reserve cities (~60) spread throughout the United States. Banks in these cities faced higher reserve requirements 
than country banks, which were defined as all member banks operating outside of reserve and central reserve 
cities. The Federal Reserve tabulated data for each Fed district at each call report for member banks in these 
three categories and for all non-member banks (regardless of where they operated).  
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commercial bank suspensions in Federal Reserve district i - 24 from call t-1 to call t. For the 

central reserve cities of Chicago (i=37) and New York (i=38), S is the sum of all bank 

suspensions in the 7th Federal Reserve District and 2nd Federal Reserve Districts, respectively. 

The sum of all commercial bank suspensions includes all member and non-member banks 

operating in central reserve cities, reserve cities, and country locations within the indicated 

regions.16  

The number of suspensions, Skit, is also interacted with Ri, an indicator variable equal 

to 1 for reserve cities (larger cities whose banks served as correspondents for banks located in 

other towns and cities). Ci is another indicator variable equal to 1 for observations from the 

central reserve city of Chicago. We distinguish Chicago because it was a central reserve city. 

Its banks were larger on average than those in other reserve cities and flows in and out of its 

banks were much larger on average than those in other reserve centers.17 

In some specifications, we further disaggregate suspensions by type k = {panic, non-

panic}. The panic category includes suspensions occurring during events that identified as 

panics by the methods described in Section 2. The non-panic category includes all other 

suspensions. The coefficient, βk, indicates the average flow of deposits in response to a 

suspension of type k. The sum βk + βkR indicates the average deposit flow from the reserve 

cities (or Chicago) associated with suspensions of type k in that district. 

Equation (1) includes additional controls that are meant to capture other influences on 

time-deposit and demand-deposit flows, including changes in economic conditions and district-

level Fed policies, which previous scholarship has identified as potentially important. Xit 

includes (i) the change in the discount rate in effect in Federal Reserve district i from date t-1 

to t, (ii) the change in building permit applications filed between call dates t to t-1 and t-1 to t-

2, and (iii) the change in the Federal Reserve’s consumption index, derived from department 

store sales in each Federal Reserve District, between the month of call t-1 and t. Fixed effects 

for each unit are captured by the intercept terms, αi. These fixed effects remove averages for 

 
16 For robustness, we have run versions of all of these regressions limiting suspensions to just country or just 
non-member banks. We have also run versions of these regressions where we replace the number of suspended 
banks with total deposits in suspending banks. We have also run versions of the regression with suspensions in 
Chicago to suspensions in the 7th, 9th, and 10th districts and where suspensions in New York City equal all banks 
suspensions in the United States. We have also run versions of these regressions with data on member and 
nonmember banks pooled together, as in Equation (1), and with the member and nonmember data segregated 
into two samples. These alternative specifications yield similar results to those reported in the text. 
17 Unlike New York City, deposits flow in and out of Chicago’s banks during panic and non-panic periods in the 
same direction as banks in the rest of the nation. So, it makes sense to keep Chicago in the sample, but allow the 
magnitude of its coefficient to differ from other reserve centers. 
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each variable for each geographic unit, yielding the within estimator. Time fixed effects, which 

are indicated by 𝛾𝛾𝑖𝑖, are included in most specifications, except those which include a time 

trend, which is captured with a 4th order polynomial, ∑ 𝑡𝑡𝑝𝑝𝑝𝑝 , where p= 1, …, 4. The time fixed 

effects remove averages for all variables in each period. In each period, in other words, our 

estimator reveals whether deposits increased (or decreased) more on average in districts 

experiencing panics that were larger (or smaller) relative to other districts at that time and their 

own district average over all periods. This approach removes all unobserved shocks that 

impacted all districts symmetrically.  

It does not remove the impact of shocks that impacted a subset of districts but not others 

or just a district its neighbors. To purge our estimates of such shocks, we replace the geographic 

and time fixed effects with indicators for each geographic unit and its neighbors in each time 

period. We add, for example, an indicator for District 1 (Boston) and its neighbor (New York, 

2) in each time period, plus an indicator for banks in District 2 and its neighbors (1, 3, and 4) 

in each time period, and so on for all twelve districts. These region/time interactions remove 

the impact of all shocks effect a district and neighboring districts. The benefit of this approach 

is reducing potential biases due to unobserved shocks. For example, declining agricultural 

prices may have influenced banks in some regions of the country more than others. Our 

estimates now arise from comparing Fed districts that experience panics to their neighbors that 

do not. The cost of this approach is that it substantially increases the number of variables, 

reducing the degrees of freedom in our estimates and increasing the standard errors. To balance 

these costs and benefits, we turn to the literature on model selection in high-dimensional 

settings. We adopt the one-covariate-at-a-time approach of Chudik, Kapetanios, and Pesaran 

(2018). The procedure tests the statistical significance of the net contribution of all potential 

covariates while taking account of the multiple testing nature of the problem. In our case, this 

selection procedure leads to keeping all neighborhood effects whose t-ratios exceed a 1.5 

threshold along with all of the time-varying district controls and district fixed effects. 

Table 2 estimates how demand deposits changed on average when member banks 

suspended operations between June 1929 and December 1932. Column 1 shows a baseline 

OLS regression that includes the number of bank suspensions, an indicator for reserve cities, a 

separate indicator variable for Chicago, and a constant. The estimated coefficient on banks 

suspensions indicates that each suspension coincided with an outflow of $165,672 of demand 

deposits from county banks located in the suspended bank’s district. The corresponding 

average outflow of demand deposits for reserve cities in the same district as the suspensions 
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occurred is $140,063 (i.e. -165,672 + 25,609). When suspensions occurred the seventh Federal 

Reserve district, on average, banks in Chicago experienced a decline of $91,745 in demand 

deposits (i.e. -165,672 + 73,927). 

Columns 2-5 display panel, fixed-effects models using a variety of definitions of 

suspensions and approaches meant to take account of observed and unobserved influences. In 

addition to the unit fixed effect, all specifications include additional time-varying, district-level 

control variables. Estimates shown in column 2 control for time-varying factors common 

across the districts using a polynomial time trend whereas columns 3-5 employ time fixed 

effects. Columns 6 and 7 use neighbor-time indicators. The inclusion of these variables ensures 

that our findings are not driven by factors changing over time, including changes in Federal 

Reserve policies as well as changes in economic conditions or expectations. Standard errors 

are Huber-White corrected and clustered at the level of Federal Reserve districts and central 

reserve cities. The inclusion of a polynomial time trend or time-fixed effects (columns 2 and 

3) reduces suspensions’ impact on demand deposits for county and reserve city banks, but 

magnifies the impact estimated for Chicago’s banks.  

To establish that causality runs from panics to deposits, the last four columns of Table 

2 separate suspensions into two groups. One is banks that suspended operations during panics. 

The other is banks that suspended operations outside of panics. Following the discussion in 

Section 2, columns 4 and 6 defines the panic group as banks in 10-day, 30-mile joins whereas 

columns 5 and 7 defines panics as banks using 4-bank, 10-day, 30-mile clusters using the 

Davison and Ramirez (2014) clustering algorithm. These two specifications return the highest 

inclusion probabilities based on Bayesian model averaging across a wide range of econometric 

specifications using different definitions of clusters and joins. The non-panic group consists of 

suspensions not clustered in time and space. Other factors that might influence this relationship, 

both observed and unobserved, are controlled for with time and district fixed effects as well as 

data on the discount rate, consumption, and the number of banks suspending operations due to 

factors other than sudden changes in the public’s demand for cash relative to deposits (all of 

which are time-varying district-level control variables). 

In Columns 4 and 5, the coefficients indicate that for each bank suspending operations 

during a panic, demand deposits for country banks located in the same district fell between 

$694,029 and $586,151. In the reserve cities located in the distressed bank’s district, demand 

deposits dropped by $304,239 to $661,108. In Chicago, demand deposits fell between 

$855,371 and $970,465. (For reserve cities and Chicago, the impact of suspensions is 
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calculated by summing the coefficients on suspensions and on the interaction of suspensions 

and city type.) 

Columns 3, 4, and 5 controlled for unobserved shocks in each period with time fixed 

effects. These extract the average shock in each period. So, our estimate only indicates how 

deposits flowed in response to larger than average shocks. Columns 6 and 7 control for 

unobserved shocks more precisely. These columns replace the single time fixed effect with a 

dozen time fixed effects, one for each Fed district and its neighbors. These neighborhood-time 

fixed effects remove from each district the average of suspensions in neighboring districts. 

Estimates with neighborhood effects had similar magnitudes and standard errors.  

Importantly, across all specifications shown in Table 2, the estimated effects of 

suspensions outside of panic periods were uniformly small, usually statistically insignificant, 

and typically had the opposite sign of suspensions during panics. This indicates that, outside 

of panic periods, demand deposits often flowed into Fed member banks, although there was a 

great deal of variation in these flows over time and across districts. 

Table 3 presents an equivalent set of regression specifications examining time deposits 

in member banks. Focusing on the last two columns, for each bank that suspended operations 

during a panic, time deposits at country member banks located in the same Fed district as the 

suspension fell from $772,000 to $1,314,000. In the reserve cities located in that district, time 

deposits fell by between $724,000 and $1,060,000, and in Chicago, time deposits fell between 

$299,000 and $436,000. These estimated coefficients indicate that, in response to banking 

panics, time deposits fell by more than demand deposits. This comparatively larger effect likely 

reflects depositors choosing to move into more liquid assets, or in other words, a flight to 

liquidity. As we saw in the event study graphs, demand deposits in NYC rose in response to 

the Caldwell panic, so it is possible that some of the pronounced decline in time deposits was 

re-deposited in New York banks, at least in the early years of the contraction. 

Table 4 presents a similar set of regressions for nonmember banks. For nonmembers, 

government data sources only provide information for the sum of demand and time deposits, 

which we call public deposits. These sources also sum all nonmembers in each district together, 

even those located in reserve and central reserve cities. This summation reflects the reality that 

all banks accepting substantial interbank deposits in central-reserve cities and almost all 

accepting interbank deposits in reserve cities belonged to the Federal Reserve. Member banks, 

in other words, had the dominant role in the interbank network whereas nonmember banks did 

not (Mitchener and Richardson, 2009). Our estimates reflect these institutional features of the 
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data. We find panics associated with large outflows of deposits from nonmember banks. The 

failure of each bank during a panic corresponded with an outflow of $2,114,000 to $6,675000 

in deposits. Importantly, outside of panic periods, deposits appear to have returned to 

nonmember banks. The failure of each bank outside a panic window corresponded to an inflow 

of between $500,000 and $1,000,000 in deposits.  

To reiterate, because our empirical analysis draws on panics that exhibit substantial 

variation across Federal Reserve districts and in different periods (as shown Table 1), it is 

unlikely that deposit withdrawals became correlated in time and space for some unobservable 

reason that would be orthogonal to a “contagion of fear” argument, such as a weather shock or 

natural disaster. However, to test this further, we dropped each individual panic period and re-

estimated our models. Our findings do not appear to have been driven by any single panic 

episode as the underlying coefficients do not change. We also used examiners statements 

contained in the micro-level data on individual bank suspensions to understand the nature of 

suspensions and found no evidence of rapid withdrawals occurring as a result of other types of 

shocks. Overall, the evidence from both member and nonmember banks suggests that deposits 

flowed differently in panics versus non-panic periods. 

  

IV. How did Banking Panics Affect Surviving Banks’ Balance Sheets? 

We now examine how balance sheets of commercial banks that survived the panics 

changed in response to them. We are particularly interested in whether panics induced these 

banks to alter their portfolios in ways that ultimately reduced aggregate lending to businesses 

and households, a channel not considered in Friedman and Schwartz (1963) and subsequent 

research on the Depression.18 Banks’ balance sheets naturally respond to retail depositor 

withdrawals. How they did so in the 1930s is an empirical question. Banks could offset declines 

in deposits with other changes to liabilities, including attracting additional deposits from cash-

rich corporations or by borrowing funds from correspondents, other commercial banks, the 

wholesale money market, or the Federal Reserve. In fact, some Federal Reserve districts 

expanded discount lending during banking panics, as did the Reconstruction Finance 

Corporation and other emergency lenders. These reserve banks, however, could not loan 

 
18 Friedman and Schwartz worked with national aggregates and lacked the data that we are able to use to 
analyze this channel of transmission to the real economy. Our approach does not analyze the microeconomic 
determinants of failures, nor is it inconsistent with interpretations of banking distress in the 1930s that place 
weight on banks’ initial conditions in determining whether individual banks failed. Instead, our focus is on 
suspensions and two mechanisms that affect banks that survived panic periods. 
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sufficient funds to banks quickly enough to offset the massive outflows of deposits during 

banking panics between the fall of 1930 and the winter of 1933 associated. In some cases, Fed 

members lacked sufficient eligible paper to borrow the funds that they required. In other cases, 

non-member banks lacked access to the Fed’s discount window. Part of the problem was the 

competing objectives and economic ideologies of the 12 Federal Reserve Banks, which led 

them to limit discount lending and raise discount rates even as commercial banks struggled to 

offset lost deposits (Friedman and Schwartz, 1963; Richardson and Troost, 2009). Since banks 

could not offset all of their lost deposits by borrowing from other sources, they did so by 

changing assets. They acquired funds to pay depositors by emptying their vaults of cash, 

drawing down reserve deposits, calling in loans, or selling loans and bonds.  

To determine more precisely how banks responded to depositors’ request for payment, 

we divide member banks’ assets into seven comprehensive and mutually exclusive categories: 

(1) loans to the private sector 

(2) government bonds  

(3) corporate bonds  

(4) cash and reserves held at the Federal Reserve 

(5) interbank assets (a bank’s deposits in other commercial banks) 

(6) fixed assets such as the value of the bank building plus furniture and fixtures 

(7) all other assets. 

We then examine how each category changed in response to flows of deposits by estimating 

seven regressions, one for each category of assets described above. Each regression takes the 

following form: 

 (2) 𝑌𝑌𝑖𝑖𝑖𝑖 = ∑ 𝛿𝛿𝑧𝑧𝑧𝑧𝐷𝐷𝑖𝑖𝑖𝑖𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧 + ∑ 𝛿𝛿𝑧𝑧𝑧𝑧𝑘𝑘𝑧𝑧𝑧𝑧 (𝐷𝐷𝑖𝑖𝑖𝑖𝑧𝑧𝑧𝑧 ∗ 𝑅𝑅𝑖𝑖) + 𝜀𝜀𝑖𝑖𝑖𝑖, 

where Yit indicates the change from call report t-1 to t in dollars of assets in one of the seven 

categories listed above. Ri is an indicator variable for reserve city banks. Ditzd indicates the 

change in deposits of type d in direction z from call t-1 to t in location i. The lowercase d 

indexes the type of deposit. In some specifications, d = {interbank, time, demand}. In other 

specifications, d = {interbank, public}, where, as noted earlier, public deposits are the sum of 

time and demand deposits. The letter z indicates the direction of the deposit flow, where z = 

{inflow, outflow}. When the change is positive, the inflow variable equals the change in 

deposits from call t-1 to t and zero otherwise. When the change is negative, the outflow variable 

equals the change in deposits from call t-1 to t and zero otherwise. The coefficients, 𝛿𝛿𝑧𝑧𝑧𝑧, 

indicate how the number of dollars invested in a type of asset changed when a dollar of deposits 
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flowed in or out of central reserve cities.19 The coefficients, 𝛿𝛿𝑧𝑧𝑧𝑧𝑘𝑘, indicate how the response to 

deposit flows in reserve cities differed from the response in central reserve cities. Since the 

error terms for the seven regressions are correlated, we simultaneously estimate them using 

Zellner’s (1962) method of seemingly unrelated regressions. Our estimation procedure for 

nonmember banks is similar, but the data only contain information on loans (category 1 above) 

and investments (the sum of categories 2 and 3 above).20  

 We simplify the presentation of the results from these regressions in three ways. First, 

Tables 5 and 6 report linear combinations of the underlying estimated coefficients as well as 

standard errors and significance levels for these linear combinations. Second, the tables do not 

report asset categories (6) and (7), for which the coefficients were uniformly insignificant, both 

statistically and economically. Third, the tables present results for demand deposits, time 

deposits, or public deposits.21 

The rows in Table 5 indicate the response to a one-dollar flow of public deposits for 

member and nonmember banks. For example, when deposits flowed into banks, member 

country banks increased their loans, cash and reserves, and purchases of corporate bonds. On 

average, when one dollar of deposits flowed in, loans increased by $0.22 in member country 

banks, by $0.34 in member reserve-city banks, and by close to zero in nonmember banks. By 

contrast, when one dollar of deposits flowed out, loans decreased by $0.54 in member country 

banks, by $0.35 in member reserve-city banks, and by $0.51 in nonmember banks. Note that 

positive values for outflows indicate that outflows were associated with reductions in assets, 

 
19 An alternative estimation strategy is to differentiate deposit flows by whether they occur during a panic or 
non-panic period. Panic periods are those in which the number of panic suspensions in a Fed district during a 
call period (presented in Table 1) exceed a threshold (such as 1, 10, or 20). Non-panic periods include all other 
observations. This has the advantage of differentiating impacts of deposit flows due to panics from deposit 
flows due to other causes. It has disadvantages such as the proper choice of threshold (or perhaps multiple 
thresholds) and additional robustness checks associated with this choice. It is also more difficult to compare to 
previous research, which uses the inflow-outflow designation. In practice, this alternative specification yields 
results very close to those presented in this paper. Estimates of coefficients for the impact of deposit flows in 
panic periods are typically statistically similar to those for deposit outflows presented in this paper. In most 
cases, statistical tests cannot reject the null hypotheses that the estimates are the same. Our bottom line estimates 
of the total aggregate impact of panics on lending using this approach change little. Differences across 
specifications range from about -0.5% to +1.9%. The results are nearly identical because deposits flow out in all 
panic periods.   
20 Summing corporate and government bonds probably has little impact on our estimates because nonmember 
banks’ holdings of U.S. government bonds changed little from June 1929 ($786 million) to June 1932 ($589 
million) and June 1933 (also $589 million) (Board of Governors 1943, p. 23). There are no existing data on 
categories 4 through 7. Lack of categories 4 and 5 may inflate the standard errors in our estimation since we link 
the error terms across estimating equations, but it should not impact the estimated coefficients, given the form of 
our regressions. Lack of categories 6 and 7 will have little impact on our estimates because banks seldom 
adjusted fixed assets in response to demands for funds. 
21 Interbank deposits are discussed in detail in Mitchener and Richardson (2019). 
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since in the underlying data, outflows are negative numbers. Loans, corporate bonds, cash and 

reserves, and interbank balances all contracted in response to outflows.  

Table 6 separates the impact of time and demand deposit flows on member banks’ asset 

holdings.22 Banks invested inflows of time deposits in corporations, either as loans or bonds. 

Banks invested inflows of demand deposits in more liquid assets, such as bonds, cash, and 

reserves at the Fed. When time and demand deposits flowed out, member banks curtailed 

lending to businesses (both direct loans and purchases of corporate bonds). Time-deposit 

outflows resulted in larger reductions in lending. Demand-deposit outflows resulted in larger 

reductions in holdings of liquid assets, particularly bonds, cash, reserves at the Fed as well as 

interbank balances. 

 Overall, these results indicate that commercial banks accommodated deposit outflows 

by reducing holdings of corporate bonds and loans to businesses. Repeated panics triggered 

cycles in which deposits flowed in and out of the banking system. In response, the asset side 

of banks’ balance sheets shifted away from illiquid assets, such as loans and corporate bonds 

and toward more liquid assets, particularly cash and reserves at the Fed.  

 

V. The Aggregate Effects of Panics on Lending, 1929-32 

The results from the previous section allow us to quantify the change in lending due to 

banking panics, denoted L, across all periods and all Federal Reserve Districts. It is computed 

as the product of: (i) the number of bank suspensions during panic periods; (ii) the estimated 

deposit outflows triggered by suspensions during periods of panic; and (iii) the estimated 

decline in lending associated with those deposit outflows. Thus, 

(3) 𝐿𝐿 = 𝑠𝑠𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝𝐵𝐵1𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡𝛿𝛿 
𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡 + 𝑠𝑠𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝𝐵𝐵1𝑧𝑧𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝𝑧𝑧𝛿𝛿 

𝑧𝑧𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝𝑧𝑧 

where spanic is a 1 x 12 vector, indicating suspensions in Federal Reserve Districts 1 through 12 

during panic periods. Using the notation from Equation (1), the ith element of this vector is 

𝑠𝑠𝑖𝑖
𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝 = ∑ 𝑆𝑆𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝
𝑖𝑖 , or the sum of suspensions during panics in the ith district from period 

periods 1 to T. 𝐵𝐵1𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡 and 𝐵𝐵1𝑧𝑧𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝𝑧𝑧 are 12 x 38 matrices, whose elements indicate how 

suspensions during panics in district I influenced flows of demand and time deposits into and 

out of banks in district j. For member banks, estimates of these parameters appear in Tables 2 

and 4. For nonmember banks, estimates appear in Table 4. Details of the matrices’ structures 

appear in Appendix B. δ is a 38 x 1 vector that indicates how deposit outflows impacted lending 

 
22 As noted above, we do not have disaggregated time and demand deposit data for non-member banks. 



 21 

and investing by commercial banks. It is superscripted to distinguish between time and demand 

deposit outflows. For nonmembers, we report these values in Table 5, panel B. For member 

banks, we report these values in the bottom half of Table 6. 

In the first five columns, standard errors are bootstrapped using the standard panel (or 

block) bootstrap (Cameron and Trivedi, 2005). For each model, we resample with replacement 

10,000 times over i. For each sample containing at least one of each type of unit of observation 

(i.e. at least one i < 13, at least one 13 ≤ i ≤ 24, and at least one 25 ≤ i ≤ 37), we estimate Tables 

2 through 6, calculate changes in lending, and then calculate the distribution of those 

estimates.23 In columns six and seven, we cannot use a bootstrap procedure to calculate the 

standard errors for the reasons described by Catteneo, Jansson, and Ma (2019). The model in 

the first stage of our two-stage calculation is saturated. The number of regressors is large 

relative to the sample size. So, we calculate the standard errors using the Jackknife procedure 

that they recommend.  

The total decline in lending due to banking panics is reported in Table 7. The estimated 

decline for member banks between July 1929 and December 1932 ranges from $1.7 billion to 

$3.5 billion. The estimated decline for nonmember banks ranges from $2.4 billion to $3.9 

billion. Estimates for all banks range from $5.2 billion to $7.1 billion. The last column presents 

a Bayesian average over all possible permutations of all the models that we have estimated. 

That average indicates that panics reduced lending by $6.4 billion – an amount equivalent to 

13% of the $49.4 billion of loans and investments on bank balance sheets in the summer of 

1929 and 41% of the decline in total bank loans and investments between the summer of 1929 

and the end of 1932. It is roughly double the $3.3 billion in loans and investments trapped in 

failed banks over that period (Richardson 2007a, 2008), and it is nearly five times the $1.3 

 
23 This method, which is explained further in Mitchener and Richardson (2019), provides reasonably precise 
standard errors when we assume the average response in the city of Chicago was the same as the average 
response in reserve cities throughout the United States (as indicated in equations (2) and (3)). It does not work 
well, in theory or in practice, when estimate separate slopes and intercepts for Chicago, because then we need to 
exclude from the resampling all data sets that do not include Chicago; this dramatically alters the resampling 
pool resulting in standard errors that are large and which, in theory, need not be consistent. To overcome this 
technical issue, we have re-estimated all of the empirical work in this paper using a Bayesian method that does 
not suffer from this problem. Our Bayesian method yields coefficients and aggregate estimates that are 
statistically indistinguishable from those in this paper and credibility intervals that are smaller, particularly in 
the Chicago case described in this paragraph. We have also recalculated all of our estimates where we treat 
Chicago as the same as all other reserve cities, but where we give that city its own intercept and slope. This 
specification has almost no impact on our aggregate estimate. We have created an online appendix with 
computer code and additional information about this technical issue, which although time consuming for us to 
explore, proved of little practical importance in terms of our central findings. Hence, the paper reports estimates 
in a similar way to previously published work. 
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billion decrease in lending due to the contraction of interbank networks over that span 

(Mitchener and Richardson, 2019). 

Our estimates may understate banking panics’ impact on aggregate lending because 

they presume that panics did not directly reduce aggregate lending by New York City’s banks 

between June 1929 and December 1932. This presumption is a reasonable first approximation 

for several reasons. First, when panics occurred outside of New York in 1930 and the fall of 

1931, deposits flowed into New York City banks. When panics occurred outside of New York 

City at other times, deposits flowed out of New York City banks. These contrasting flows 

partially cancel each other out. Second, while panics outside of New York City were correlated 

with deposits and lending in Manhattan’s money-center banks, bank failure rates inside New 

York City were not. Third, few large banks failed in New York City. Resolutions of those that 

did fail were expedited by transferring much of the deposits of the failed banks to banks that 

remained in operation. Fourth, data constraints make it difficult to deal systematically with the 

evolving impact of panics on demand deposits in New York City. Our panel contains 14 

observations for New York City over the period of interest. From this small sample, we cannot 

precisely estimate coefficients whose magnitude and sign change over time.24  

The assumption that panics had little impact on lending in New York biases our 

aggregate estimate downward. Total loans and investments at banks in New York City declined 

by roughly $1 billion from June 1929 to December 1932 (Board of Governors 1943, p. 36). 

These declines were due in part to the changing quantity and use of interbank deposits 

(Mitchener and Richardson, 2019; Richardson and Van Horn, 2018). Another substantial 

portion of these declines were due to banks shifting to more liquid portfolios to prepare for 

runs that they feared might arise (but did not occur until the winter of 1933). Our methods 

cannot determine how much of the rest was due to the immediate impact of panics. If we 

assume that lending declined due to panics at the same rate in New York City as in the rest of 

the nation, then our estimates for July 1929 to December 1932 would increase by the amount 

and percent indicated in Table 7, which ranges between from 1.7% and 2.3%. 

 

 
24 We believe that the coefficients should change over time because of the patterns in data from weekly 
reporting banks that we presented earlier in this essay. We can incorporate the weekly reporting data into our 
aggregate calculations, because it lacks some information and a consistent sampling procedure that our methods 
require.  
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VI. Banking Panics, the Money Multiplier, and the Money Supply 

The most influential insight concerning the Great Depression in Friedman and 

Schwartz’s Monetary History is that the Fed’s failure to act allowed banking panics to reduce 

the money multiplier, money supply, and price level.25 The resulting deflation transformed 

what had been a severe contraction into the Great Depression. This insight influenced 

macroeconomic thinking and central bank practices from the 1960s to the present (Ben 

Bernanke 2005, 2013). Its power stemmed, in part, from the logic underlying Friedman and 

Schwartz’s argument and in part from their convincing analytic narrative, which emphasized 

the chronological connection between banking panics and changes in monetary aggregates. 

How much did the banking panics reduce the money supply? Friedman and Schwartz 

did not provide a statistical test. Instead, they presented a range of estimates based on different 

back-of-the-envelope calculations. Their low-end calculation of 17.2% represents the total 

decline in the money supply that occurred during the three banking panics at the center of their 

narrative methods (Friedman and Schwartz 1963, pp. 342, 346-347, and 712-714). This 

amount, however, ignores the impact of banking panics on the money supply outside of those 

three episodes. Their high-end calculation of 48.5% is based on the amount the money supply 

would have declined from the summer of 1929 through March 1933, given the decline in the 

money multiplier and if the monetary base had remained constant. Of course, this figure 

overstates the impact of the banking panics because it ignores factors like the declining demand 

for money and credit, which may also have lowered the money multiplier, and which may have 

occurred due to the economic contraction even in the absence of banking panics (Friedman and 

Schwartz 1963, p. 349). Friedman and Schwartz conclude that a reasonable conjecture splits 

the difference between upward and downward biases and thus falls somewhere between 31% 

and 33%.26  

 Because Friedman and Schwartz’s analysis preceded the development of modern 

econometric methods and the discovery of many data sources, there is scope for improving 

upon their conjectures, as they suggested we do, after discovering the suspension data in the 

National Archives. We do this by first recognizing that the twelve Federal Reserve banks 

 
25 “Given the policy followed by the Reserve System, the failures were the mechanism through which a drastic 
decline was produced in the stock of money… the losses produced by bank failures were minor and would 
deserve no more attention than losses of a comparable amount in, say, real estate.” (Friedman and Schwartz, 
1963, p.351).  
26 31% represents the money stock’s decline from August 1931 to January 1932 as a percentage of the stock of 
money in circulation before the contraction began in August 1929 (Friedman and Schwartz 1963, p. 349). 33% 
is discussed in multiple locations (Friedman and Schwartz, 1963 pp. 299, 301-2, 353)  
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operated independently prior to the creation of the Federal Open Market Committee. Each 

Federal Reserve bank had its own balance sheet, gold reserve, and Federal Reserve notes. The 

Federal Reserve System had a mechanism for returning notes that circulated outside each 

district to the bank that issued the notes and for shifting gold between Reserve Banks to 

accommodate these inter-district flows. Thus, each Federal Reserve district had its own money 

supply from which we construct monetary aggregates using methods and data similar to those 

that Friedman and Schwartz used to calculate national monetary aggregates.27 These new data 

allow us to compare changes in monetary aggregates in Federal Reserve districts that suffered 

banking panics at a particular point in time to changes in monetary aggregates in Federal 

Reserve districts that did not.  

We can, in other words, re-examine Friedman and Schwartz’s concept of the contagion 

of fear using modern panel-data methods. We do this by estimating equations of the form: 

 

(4) ∆𝑚𝑚𝑖𝑖𝑖𝑖 = 𝛼𝛼𝑖𝑖 + 𝛾𝛾𝑖𝑖 + ∑ 𝛽𝛽𝑘𝑘𝑆𝑆𝑘𝑘𝑖𝑖𝑖𝑖𝑘𝑘 + 𝜑𝜑𝑋𝑋𝑖𝑖𝑖𝑖 + 𝜀𝜀𝑖𝑖𝑖𝑖. 

 

Variables introduced earlier retain their definitions. We define a new variable, mit, as the money 

multiplier in district i at date t. ∆mit is the change in the multiplier from call t-l to t. The subscript 

i indicates the ith Federal Reserve district for i = 1, …, 12.28 We assume that bank failures in 

district i change the money multiplier only in district i at time t. This assumption fits the data 

well. We tested for leads, lags, and cross-district effects and found neither economic nor 

statistical significance. In most specifications, we also assume that the impact of bank 

suspensions of type k (panic or non-panic) on the money multiplier is the same across time and 

space, after extracting average changes in each period and district (i.e. time and district fixed 

effects). As assumption like this is necessary for identification, and it fits the data well for ten 

of the twelve Federal Reserve districts. However, two districts behave differently. One is the 

6th district headquartered in Atlanta. It is the only district whose money multiplier does not fall 

during the Depression. It does, however, experience regional panics, including the panics in 

Florida in the summer of 1929 (before the Depression began) and Tennessee and Mississippi 

in 1930. Its fit with our model is poor, but this has little impact on our aggregate estimate 

 
27 Appendix A describes how we construct monetary aggregates for each Federal Reserve district. 
28 The upper layers of the reserve pyramid, which previous equations denote i = 13, …, 26, do not appear in this 
regression, since historical sources and institutional features only allow us to construct monetary aggregates 
(such as M2, M3, monetary base, and money multiplier) at the level of the Federal Reserve district. We cannot 
calculate money supply for different layers of the reserve pyramid, or for different types of banks, or for 
particular cities. 
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because the district accounts for a small fraction of the nation’s aggregate money supply. The 

other anomalous Federal Reserve District is the 7th, Chicago, which we discuss in more detail 

below. 

 We estimate equation (4) using Bayesian model averaging (BMA). Details of this 

procedure are discussed in an online appendix.29 BMA prefers a model including the full range 

of time-varying controls for economic activity and Fed policies, time and district fixed effects, 

and banking panics defined using 4-bank, 10-mile, 30-day clusters of suspensions. Coefficients 

on these variables have the expected signs. For example, when consumption falls, the money 

multiplier rises. This finding is consistent with the standard theory of the transactions demand 

for money. When households and firms conduct fewer transactions with cash, they demand 

less currency. The quantity of currency in circulation falls. The share of the public’s funds held 

in banks increases and the money multiplier rises. On average, for each bank that failed during 

a panic, the money multiplier in that bank’s Federal Reserve district during that call period 

changed by -0.034. This is the coefficient on βpanic in equation 4. Outside of panic periods, there 

is no consistent correlation between bank failures and changes in the money multiplier. There 

also appears to be no consistent correlation between banking panics in one Fed district and 

declines in multipliers in other districts, including nearest neighbors, or between panics in a 

call period and declines in multipliers in later periods. We test for these spillovers as well as 

for lags, but their inclusion probability in the BMA is low (near zero). Similarly, in standard 

classical regression specifications, we cannot reject the null hypothesis that coefficients on 

lagged effects and spillover variables are zero. 

 The impact of banking panics on the money multiplier at the national level, 𝑚𝑚�𝑖𝑖, can be 

calculated as: 

(5)  ∆𝑚𝑚� 𝑖𝑖 = ∑ ∆𝑚𝑚� 𝑖𝑖𝑖𝑖𝑏𝑏𝑖𝑖,𝑖𝑖−1𝑖𝑖 = ∑ �𝛽𝛽𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝 ∗ 𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝,𝑖𝑖𝑖𝑖 �𝑏𝑏𝑖𝑖,𝑖𝑖−1𝑖𝑖 , 

 
29 We run our BMA analysis in two stages. The first stage is model selection. We run hundreds of model 
combinations using all different measures of panics and different combinations of controls each time. We select 
the measure of banking panics with highest posterior probability (e.g. Joins 10 miles - 30 days). The second 
stage is model averaging. We pick the measure preferred by the first stage (e.g. Joins 10 miles - 30 days) and re-
run the procedure with all possible different combinations of controls. We then use the "averaged" beta 
coefficient obtained in this stage in all the table calculations. In practical terms, the beta coefficient is very 
similar to the one obtained in the first stage, which is also averaged; however, in the second stage we include a 
larger number of combinations of controls: in fact, we include all possible controls. We do not include all 
possible combinations of controls in the first stage to make the procedure simpler and faster to run. Overall, we 
are choosing the specification with highest posterior probability as well as averaging across specifications that 
differ based on control variables. 
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where ∆𝑚𝑚� 𝑖𝑖𝑖𝑖 indicates how much banking panics reduced the money multiplier of Federal 

Reserve district i from call t-1 to t, and  𝑏𝑏𝑖𝑖,𝑖𝑖−1 indicates district i’s share of the aggregate 

monetary base at the beginning of the call period.30 This share determines how much the 

national money multiplier responds to the change in the multiplier of a particular district. 

𝛽𝛽𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝 indicates the decline in a district-level money multiplier due to a bank suspension during 

a panic in that district, which we estimate via equation (4). 𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝,𝑖𝑖𝑖𝑖  indicates the number of 

suspensions due to banking panics in Fed district i between call t-1 and t. Appendix C derives 

equation (5). Calculations of ∆𝑚𝑚� 𝑖𝑖 for the summer of 1929 through the winter of 1932 appear 

in Table 8. 

Column 2 of Table 8 shows quarterly changes in the national money multiplier based 

on our calculations. It closely tracks changes reported by Friedman and Schwartz.31 Column 3 

shows that panics changed the national money multiplier in every call period. The estimate is 

always negative because the money multiplier always fell during panics and because we detect 

at least one panic in at least one Federal Reserve district during each call interval. The size of 

the decline in any period varies according to the intensity of the panics. Some periods witnessed 

small, localized events restricted to single, peripheral districts. These events contributed little 

to changes in the aggregate money multiplier. In other periods, panics involving a large number 

of banks occurred in districts that provided a substantial share of the nation’s total money 

supply, like the Chicago panic June 1931. These events had a large impact on the aggregate 

multiplier. 

We calculate an uncertainty interval around our estimate by bootstrapping. We create 

1,000 data sets by resampling with replacement over the 12 Federal Reserve Districts. Then, 

for each simulated data set, we use our BMA procedure to re-estimate equation (5). The 

distribution of these new estimates yields our uncertainty interval. The uncertainty interval 

includes the range of estimates that Friedman and Schwartz believed to be reasonable 

conjectures. The interval includes the conclusion that the decline in the money multiplier was 

due entirely to banking panics. The interval excludes the opposite conclusion: that panics had 

 
30 In our notation, call periods begin at t-1 and end at t. 
31 While we use the same data sources, small differences exist between our estimates and Friedman and 
Schwartz (1963). These differences arise for several reasons. One, F&S provide monthly estimates of monetary 
aggregates. They do this by interpolating information about aggregate bank-balance sheets between call report 
dates. We do not do this. Instead, we report and analyze information from call report dates. Two, F&S 
seasonally adjust their estimates by extracting from the money supply for each month its typical deviation from 
the annual average and reporting aggregate variables excluding this seasonal component. We do not do this. 
Instead, we work with unadjusted figures. Readers should note, however, that our regression do control for time 
fixed effects, which extracts seasonal patterns from variables before estimating coefficients.  
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no impact on the multiplier. The interval’s width is wide, stemming from the fact that our 

model does a poor job of predicting changes in the multiplier in Atlanta and Chicago. Atlanta 

is the only district whose multiplier does not decline between 1929 and 1932. A simulated data 

set that heavily weights Atlanta, therefore, yields estimates different from other districts. While 

Chicago’s multiplier declines between 1929 and 1932, it rises substantially during the first few 

call intervals of the contraction. Chicago is the only district that has large increases in the 

money multiplier in some call intervals, typically those without panics. Chicago has even larger 

declines in the money multiplier during other call intervals, particularly those with panics. So, 

a simulated data set that heavily weights Chicago yields estimates different than the other 

districts.32 

 Movements in the money multiplier in 1929 and 1930 highlight issues raised by 

Friedman and Schwartz. The multiplier moved up in some quarters and down during others as 

seasonal and cyclical factors influenced banks’ portfolio choices, firms’ borrowing behavior, 

and households’ cash-holding decisions. Before large banking panics began, local panics had 

less influence on the multiplier than other economic forces. After large banking panics began 

in the fall of 1930, nearly all of the decline in the money multiplier was due to banking panics.  

On the last call date before the onset of the contraction in the summer of 1929, the money 

multiplier stood at 6.62. From June 1929 through December 1932, we observe a decline in the 

multiplier of 2.53. We estimate that panics alone would have caused a decline of 2.32. In other 

words, 91.5% of the decline in the multiplier was due to the banking panics.  

We reach a similar conclusion for the money supply. On the last call date before the 

onset of the contract, June 29, 1929, the aggregate money supply in the United States stood at 

$46,693 billion. The money supply declined to $35,188 billion on December 31, 1932. Column 

3 of Table 8 indicates the change in the money supply from one call report to the next, which 

we denote ∆𝑀𝑀� 𝑖𝑖
𝑝𝑝𝑝𝑝𝑖𝑖𝑎𝑎𝑝𝑝𝑎𝑎. The fourth column indicates the change in the money supply due to 

banking panics. We calculate this amount, denoted ∆𝑀𝑀� 𝑖𝑖
𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝, with the formula: 

(6)  ∆𝑀𝑀� 𝑖𝑖
𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝 = ∑ ∆𝑚𝑚� 𝑖𝑖𝑖𝑖𝐵𝐵𝑖𝑖,𝑖𝑖−1𝑖𝑖 = ∑ �𝛽𝛽𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝 ∗ 𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝,𝑖𝑖𝑖𝑖 �𝐵𝐵𝑖𝑖,𝑖𝑖−1𝑖𝑖  

This calculation reveals the impact of banking panics on the money supply when 𝐵𝐵𝑖𝑖,𝑖𝑖−1, the 

monetary base in district i at call date t-1, is held constant. The fifth column indicates the 

 
32 Chicago’s multiplier rises in periods when currency in circulation declines, but deposits remain steady. This 
could be occurring for several reasons, such as inter-district deposit flows. We lack sufficient data and 
documentation, however, to ascertain the cause. The unique behavior of Atlanta’s multiplier appears to be 
driven by Atlanta’s unique policies. We explore this issue in a subsequent essay. 
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change in the money supply due to changes in the monetary base assuming the money 

multiplier remained constant. We calculate this amount, denoted ∆𝑀𝑀� 𝑖𝑖
𝑡𝑡𝑚𝑚𝑝𝑝𝑡𝑡𝑖𝑖𝑝𝑝𝑚𝑚𝑚𝑚 𝑏𝑏𝑝𝑝𝑏𝑏𝑡𝑡, with the 

formula: 

(7) ∆𝑀𝑀� 𝑖𝑖
𝑡𝑡𝑚𝑚𝑝𝑝𝑡𝑡𝑖𝑖𝑝𝑝𝑚𝑚𝑚𝑚 𝑏𝑏𝑝𝑝𝑏𝑏𝑡𝑡 = ∑ 𝑚𝑚𝑖𝑖,𝑖𝑖−1∆𝐵𝐵𝑖𝑖𝑖𝑖𝑖𝑖  

where 𝑚𝑚𝑖𝑖,𝑖𝑖−1 is the monetary base in district i at call t-1, and ∆𝐵𝐵𝑖𝑖𝑖𝑖 is the change in the monetary 

base in district i from call t-1 to t. The last column in Table 8 indicates changes in the monetary 

base for all other reasons. It is calculated with the formula 

(8) ∆𝑀𝑀� 𝑖𝑖
𝑚𝑚𝑖𝑖ℎ𝑡𝑡𝑚𝑚 = ∆𝑀𝑀� 𝑖𝑖

𝑝𝑝𝑝𝑝𝑖𝑖𝑎𝑎𝑝𝑝𝑎𝑎−∆𝑀𝑀� 𝑖𝑖
𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝 − ∆𝑀𝑀� 𝑖𝑖.

𝑡𝑡𝑚𝑚𝑝𝑝𝑡𝑡𝑖𝑖𝑝𝑝𝑚𝑚𝑚𝑚 𝑏𝑏𝑝𝑝𝑏𝑏𝑡𝑡 

 Our estimates for the money supply resemble those for the money multiplier. Panics 

explain the decline. If the monetary base had remained constant, depositors’ and bankers’ 

responses to panics would have reduced the money supply by $17 billion by December 1932, 

a decline of 36%. Our analysis confirms Friedman and Schwartz’s conjecture: banking panics 

reduced the money supply substantially – with our estimates putting their contribution at more 

than 35%. The observed decline in the money supply was $12 billion because the negative 

effect of the panics on the money multiplier was partly offset by expansion of the monetary 

base, which grew from $7 billion to $8 billion between the summer of 1929 and end of 1932. 

That said, the monetary base would have had to expand by much more, to $11 billion by the 

end of 1932, to have kept the money supply constant at the pre-Depression level.33 

 The impact of banking panics on monetary aggregates can also be put into perspective 

by comparing preceding economic contractions to the Great Depression. The 1920-21 

recession was short, lasting only 18 months, but severe. During that span, industrial production 

contracted as rapidly as in the first 18 months of the Great Depression; however, no banking 

panics occurred. From NBER peak to trough, the money supply declined by only five percent. 

The 1907-8 contraction lasted for 13 months. Industrial production also declined substantially, 

although less than in 1920-21 and 1929-33. A short (three weeks) and severe banking panic 

swept the nation, and from NBER peak to trough, the money supply declined by seven percent. 

Our estimates suggest that if banking panics had not occurred during the 1930s, the money 

supply would have declined by three to four percent, or roughly the same percentage as during 

the contraction a decade earlier. This decline would have been entirely offset by the Fed’s 

expansion of the monetary base. The difference between 1920-21 and 1929-32, in other words, 

 
33 This roughly 60% expansion is substantially smaller than the over 200% expansion in the U.S. monetary base 
during the Great Recession. 
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stemmed from the liquidity-preference shocks of the early 1930s and their impact on monetary 

aggregates. 

 

VII. Conclusion 

Friedman and Schwartz famously argued that panics spread a contagion of fear with 

“no geographic limits” throughout the nation, triggering changes in depositors’ and bankers’ 

behavior spanning several years, which in turn triggered declines in the money multiplier and 

money supply (Friedman and Schwartz 1963, p. 308). However, their path breaking research 

did not quantitatively estimate the effects of panics on the money supply or on aggregate 

lending.  

Our analysis, based on new data on the location and timing of individual banks 

suspensions and new data on balance sheets and monetary aggregates for all banks in each 

Federal Reserve district, indicates banking panics led to a significant contraction in real 

economic activity through two channels. One is the monetary channel emphasized by Friedman 

and Schwartz. Almost the entire decline in the money multiplier (and thus the money supply) 

occurred in Fed districts experiencing banking panics. Little (almost none) of the decline 

occurred outside of panic periods. The second is the bank balance-sheet channel that reduced 

lending to firms and households. Panics triggered between one-third and one-half of the total 

decline in commercial bank lending, because panics induced depositors to withdraw funds, 

forcing surviving banks to call existing loans and reduce future lending.  

Our research builds a bridge between earlier scholarship on the Great Depression 

emphasizing monetary forces with more recent DSGE models and VAR representations of the 

early 1930s. For example, Christiano, Motto, and Ristango (2003) have characterized a 

substantial share of the decline in money, prices, output, and employment as arising from 

liquidity-preference shocks, beginning in the fall of 1930 and lasting through the winter of 

1932. Our new evidence on the nature and consequences of the banking panics of the early 

1930s provides one interpretation of what these liquidity preference shocks were. Local 

banking panics occurred periodically during the 1920s. In 1929 and 1930, their frequency and 

magnitude increased gradually, until the fall of 1930, when the number of afflicted districts 

and the size of the shocks increased markedly. The spread abated in the summer of 1932, before 

resuming with vigor in the winter of 1933. Our results indicate that these local shocks 

substantially reduced bank lending and monetary aggregates. Banks’ loans portfolios and the 

money multiplier contracted in Federal Reserve districts during quarters that they experienced 
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banking panics. Christiano, Motto, and Ristango (2003) liquidity preference shocks were, in 

other words, banking panics. 

Understanding the nature of contagion helps us to judge proposals for policies that 

could have alleviated the Depression. Many scholars have argued that the Federal Reserve 

could have and should have offset the decline in the money multiplier by aggressively 

expanding the monetary base (Friedman and Schwarz, 1963; McCallum, 1990; Bordo, 

Choudhri, and Schwartz 1995; Christiano, Motto, and Ristango, 2003). Other scholars 

questioned the feasibility of these proposals. A principal constraint discussed in the literature 

is the gold standard, which tied policymakers’ hands intellectually and legally, particularly in 

1931, when the New York Fed raised interest rates to reduce gold flows from the U.S. and in 

1933 when the New York Fed approached the legal gold constraint (Eichengreen 1995). 

However, the majority of the decline in the money supply occurred in Federal Reserve districts 

like Chicago, which experienced repeated banking panics and also retained large stocks of free 

gold (and thus the ability to expand the monetary base) throughout the contraction.  

Our research thus suggests that policies aimed at mitigating these panics or 

diminishing their influence on the behavior of depositors and bankers may have reduced the 

decline in the money supply. Given the decentralized power structure of the Fed in the early 

1930s as well as disagreements within the Board over monetary policy on how to respond to 

banking distress (Meltzer, 2003; Wood, 2005), responses at the Federal Reserve district level 

may have been more feasible. Indeed, leaders of some Federal Reserve banks knew how to 

mitigate banking distress and acted aggressively as a lender of last resort – propping up prices 

of assets on banks’ balance sheet and restoring faith in the financial system (Richardson and 

Troost, 2009; Carlson, Mitchener, and Richardson, 2011). Furthermore, some Fed districts 

appear to have done been successful at convincing households and firms to keep their cash in 

banks (Richardson and Troost, 2009). Of course, why some Fed districts acted and others did 

not in 1930s is a political economy question that still resonates with policymakers (Bernanke, 

2002). 
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Table 1: Bank Suspensions during Panics, March 1929–- December 1932 
 

  Federal Reserve District  Suspensions in U.S. 

  1 2 3 4 5 6 7 8 9 10 11 12 
 Total 

During  
Panics 

% of  
All 

% Fed 
Member Year Months 

                  
1929 Apr – Jun 0 0 0 2 0 15 0 0 2 0 0 0  19 17.0 26.3 

 Jul – Sep 0 0 0 0 2 19 2 0 3 2 0 0  28 22.6 7.1 
 Oct – Dec 0 0 1 0 2 0 14 0 0 14 0 0  31 19.9 16.1 

1930 Jan – Mar 0 0 2 0 2 8 9 0 2 0 4 0  27 11.0 18.5 
 Apr – Jun 0 0 0 0 9 15 7 7 2 7 0 0  47 21.0 12.8 
 Jul – Sep 0 0 0 4 2 2 29 2 0 8 0 0  47 24.0 10.6 
 Oct – Dec 2 2 4 0 30 13 37 118 16 5 5 2  234 34.7 17.5 

1931 Jan – Mar 0 2 7 2 4 11 37 23 3 6 0 2  97 25.9 14.4 
 Apr – Jun 0 2 6 8 6 0 75 0 9 0 0 0  106 31.5 25.5 
 Jul – Sep 1 10 5 28 4 5 72 6 25 15 3 2  176 33.6 22.2 
 Oct – Dec 21 24 40 34 55 3 98 52 15 31 11 10  394 37.8 24.1 

1932 Jan – Jun 4 0 4 4 2 5 120 33 3 19 2 32  228 27.6 25.9 
 Jul – Sep 0 0 0 2 4 2 25 2 4 4 0 5  48 16.9 27.1 
 Oct – Dec 0 0 0 3 0 7 31 2 2 6 0 8  59 16.7 23.7 

                 
Total During Panics  28   40   69   87   122   105   556   245   86   117   25   61   1,541   
% of All  50.9 39.2 48.9 30.3 26.6 23.6 37.0 30.7 14.0 18.1 14.5 24.1  28.2   
% Fed Member  21.4 57.5 17.4 36.8 28.7 21.0 18.3 16.7 17.4 9.4 44.0 32.8  21.4   
                 

 
Note: Table reports bank suspensions occurring during panics in each Federal Reserve District where panics are defined as suspensions 
occurring within a 10-mile radius, no more than 30 days apart, and statistically different from being spatially random (“10-30 joins” as described 
in the text). % of all is share of panic suspensions relative to all suspensions for a given time period or district. % Fed member indicates share of 
panic suspensions that were Fed members.  
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Table 2. Bank Suspensions and Demand Deposit Flows at Member Banks, June 1929-December 1932  
 Estimation Method and Panic Period Definition 

Independent Variables OLS Panel FE Panel FE 
Panel FE & 
10-30 Joins 

Panel FE &  
4-10-30 Clusters 

Panel FE & 
10-30 Joins 

Panel FE &  
4-10-30 Clusters 

              
Bank Suspensions -165,672*** -63,749* -40,318     
 (52,832) (33,278) (38,140)     
Bank Suspensions * Reserve City 25,609 -60,631 -59,277     
 (66,542) (56,933) (59,292)     
Bank Suspensions * Chicago 73,927 -157,438*** -168,174***     
 (63,145) (32,005) (32,784)     
Panic-Period Bank Suspensions    -694,029*** -586,151* -692,563*** -533,173* 
    (169,547) (309,329) (201,675) (286,028) 
Panic-Period Bank Suspensions * Reserve City    389,790* -74,957 390,652** -74,577 
    (198,602) (310,384) (170,809) (306,430) 
Panic-Period Suspensions * Chicago    -161,342 -384,314 -147,023 -424,740 
    (173,938) (310,459) (182,118) (277,304) 
Non-Panic-Period Suspensions    491,796** 138,598 578,727** 176,739 
    (184,456) (109,501) (234,616) (108,603) 
Non-Panic-Period * Reserve City    -395,350** -55,216 -397,019** -56,079 
    (189,001) (100,083) (167,529) (105,711) 
Non-Panic-Period Suspensions * Chicago    -299,461* -162,423 -342,457* -180,013 
    (170,536) (99,879) (193,675) (110,275) 
        
Observations 350 350 350 350 350 350 350 
R-squared 0.048 0.365 0.465 0.486 0.480 0.560 0.553 
Neighbor-Time Effects No No No No No Yes Yes 
District Time Varying Controls No Yes Yes Yes Yes Yes Yes 
Time Fixed Effects No No Yes Yes Yes Yes Yes 
Time Trend No Yes No No No No No 
SE Robust & Clustered No Yes Yes Yes Yes Yes Yes 

Notes: In columns 4-5, 10-30 joins indicate banks suspending within 10 miles of another suspending bank in 30-day windows. 4-10-30 clusters indicate banks suspending in Davison-
Ramirez clusters with parameters 10 days, 30 miles, and 4 banks, as described in text. Non-panic suspensions are all suspensions minus panic suspensions. Standard errors in 
parentheses calculated using Huber-White method and are clustered on Federal Reserve districts and central reserve cities. *** indicates p<0.01, ** p<0.05, * p<0.1. 

Table 3. Bank Suspensions and Time Deposit Flows at Member Banks, June 1929-December 1932  
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 Estimation Method and Panic Period Definition 

Independent Variables OLS Panel FE Panel FE 
Panel FE & 
10-30 Joins 

Panel FE &  
4-10-30 Clusters 

Panel FE & 
10-30 Joins 

Panel FE &  
4-10-30 Clusters 

All Suspensions -310,412*** -210,621*** -175,869**     
 (42,731) (64,753) (76,851)     
All Suspensions * Reserve City 93,049* 17,454 17,450     
 (53,820) (93,257) (95,250)     
All Suspensions * Chicago 217,319*** 53,252 34,932     
 (51,072) (64,270) (71,466)     
Panic Suspensions    -745,689*** -1.056e+06*** -772,003*** -1.314e+06*** 
    (144,874) (266,393) (222,489) (356,336) 
Panic Suspensions * Reserve City    46,451 252,824 47,911 253,502 
    (245,145) (461,864) (271,468) (462,733) 
Panic Suspensions * Chicago    458,125*** 904,511*** 473,137** 878,499*** 
    (161,051) (271,315) (186,594) (300,719) 
Other Suspensions    306,696* 101,073 342,485 188,811 
    (153,765) (130,483) (241,224) (202,530) 
Other Suspensions * Reserve City    -4,824 -47,507 -7,651 -49,048 
    (216,245) (160,259) (246,147) (193,221) 
Other Suspensions * Chicago    -335,964** -227,001* -380,894* -280,243 
    (138,605) (114,729) (211,704) (180,826) 
        
Observations 350 350 350 350 350 350 350 
R-squared 0.168 0.309 0.326 0.352 0.351 0.517 0.526 
Neighbor-Time Effects No No No No No Yes Yes 
District Time Varying Controls No Yes Yes Yes Yes Yes Yes 
Time Fixed Effects No No Yes Yes Yes Yes Yes 
Time Trend No Yes No No No No No 
SE Robust & Clustered No Yes Yes Yes Yes Yes Yes 

Notes: In columns 4 to 7, 10-30 joins indicate banks suspending within 10 miles of another suspending bank in 30-day windows. 4-10-30 clusters indicate banks suspending in 
Davison-Ramirez clusters with parameters 10 days, 30 miles, and 4 banks, as described in text. Non-panic suspensions are all suspensions minus panic suspensions. District time-
varying controls include changes in discount rates, consumption, and building permits. Standard errors in parentheses calculated using Huber-White method and are clustered on 
Federal Reserve districts and central reserve cities. *** indicates p<0.01, ** p<0.05, * p<0.1. 
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Table 4. Bank Suspensions and Public Deposit Flows at Nonmember Banks, June 1929-December 1932  
 

 Estimation Method and Panic Period Definition 

Independent Variables OLS Panel FE Panel FE 
Panel FE & 
10-30 Joins 

Panel FE &  
4-10-30 Clusters 

Panel FE & 
10-30 Joins 

Panel FE &  
4-10-30 Clusters 

              
All Suspensions -901,892*** -909,088** -703,743     
 (165,699) (405,922) (497,362)     
Panic Suspensions    -2.767e+06** -7.540e+06*** -2.114e+06 -6.675e+06*** 
    (1.022e+06) (1.296e+06) (1.245e+06) (1.329e+06) 
Other Suspensions    1.055e+06** 1.497e+06*** 552,734 1.260e+06** 
    (340,299) (370,074) (518,310) (484,692) 
        
Observations 156 156 156 156 156 156 156 
R-squared 0.161 0.197 0.265 0.299 0.451 0.558 0.655 
Neighbor-Time Effects No No No No No Yes Yes 
District Time Varying Controls No Yes Yes Yes Yes Yes Yes 
Time Fixed Effects No No Yes Yes Yes Yes Yes 
Time Trend No Yes No No No No No 
SE Robust & Clustered No Yes Yes Yes Yes Yes Yes 
        

 
Notes: In columns 4 to 7, 10-30 joins indicate banks suspending within 10 miles of another suspending bank in 30-day windows. 4-10-30 clusters 
indicate banks suspending in Davison-Ramirez clusters with parameters 10 days, 30 miles, and 4 banks, as described in text. Non-panic suspensions are 
all suspensions minus panic suspensions. District time-varying controls include changes in discount rates, consumption, and building permits. Standard 
errors in parentheses calculated using Huber-White method and are clustered on Federal Reserve districts and central reserve cities. *** indicates 
p<0.01, ** p<0.05, * p<0.1. 
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Table 5. Public Deposit Flows and Asset Allocations, June 
1929- December 1932  
 
Panel A. Member Banks  

 Asset Category 

 
Loans Government 

Bonds 
Corporate 

Bonds 
Cash and 
Reserves 

Interbank 
Balances 

            
Inflows      
Member Country Banks 0.2216 0.0057 0.1779*** 0.3666*** -0.0539 
 (0.1788) (0.2905) (0.0626) (0.0814) (0.0835) 
Member Reserve City Banks 0.3385*** -0.1193 0.1637*** 0.3274*** 0.1196*** 
 (0.0719) (0.1169) (0.0252) (0.0328) (0.0336) 
Outflows      
Member Country Banks 0.5386*** 0.0355 0.1383*** 0.1312*** 0.1419*** 
 (0.0869) (0.1413) (0.0305) (0.0396) (0.0406) 
Member Reserve City Banks 0.3499*** 0.0777 0.0522** 0.4192*** 0.1478*** 
 (0.0705) (0.1145) (0.0247) (0.0321) (0.0329) 
      
Observations 322 322 322 322 322 
R-squared 0.417 0.072 0.427 0.622 0.551 

 
Panel B. Non-Member Banks  

 Asset Category 

 
Loans Investments 

    
Public deposits inflows -0.0325 0.352*** 
All Nonmember Banks (0.0697) (0.0526) 
   
   
Public deposits outflows 0.508*** 0.223*** 
All Nonmember Banks (0.0404) (0.0305) 
   
   
Observations 156 156 
R-squared 0.506 0.425 

 
Notes: Table based upon estimation of Equation (2) as described in 
the text. Standard errors indicated in parentheses below estimated 
magnitudes. P-values indicated with asterisks: * p < 0.10; ** p < 
0.05; *** p < 0.01. Public deposits are the sum of time and demand 
deposits.
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Table 6. Time and Demand Deposit Flows and Asset Allocations in Member Banks, June 1929- December 1932 
 

 Asset Category 

 
Loans Government 

Bonds 
Corporate 

Bonds 
Cash and 
Reserves 

Interbank 
Balances 

Demand deposits inflows      
Country banks 0.1008 -0.0241 0.2167*** 0.2899*** 0.0752 
 (0.208) (0.3478) (0.0722) (0.0848) (0.0984) 
Reserve Cities -0.2087 -0.1315 0.1401** 0.4882*** 0.0764 
 (0.1803) (0.3014) (0.0626) (0.0735) (0.0852) 
Demand deposits outflows      
Country banks 0.3875*** 0.0229 -0.0384 0.3493*** 0.0007 
 (0.1432) (0.2394) (0.0497) (0.0584) (0.0677) 
Reserve Cities 0.359*** -0.0151 0.0279 0.6153*** 0.2087*** 
 (0.0918) (0.1535) (0.0319) (0.0374) (0.0434) 
Time deposits inflows      
Country banks 0.5484 0.1475 0.2703 0.1904 -0.4094 
 (0.5599) (0.9362) (0.1944) (0.2284) (0.2647) 
Reserve Cities 0.5879*** -0.106 0.1993*** 0.205*** 0.1269** 
 (0.124) (0.2073) (0.043) (0.0506) (0.0586) 
Time deposits outflows      
Country banks 0.7649*** 0.0533 0.3065*** -0.0699 0.2804*** 
 (0.1431) (0.2393) (0.0497) (0.0584) (0.0677) 
Reserve Cities 0.5945*** 0.2408 0.0858* 0.0015 0.0575 
 (0.1494) (0.2498) (0.0519) (0.0609) (0.0706) 
      
Observations 322 322 322 322 322 
R-squared 0.450 0.073 0.469 0.714 0.566 

 
Notes: Table based upon estimation of equation (2) from the text. Standard errors are indicated in parentheses. P-values 
indicated with asterisks: * p < 0.10; ** p < 0.05; *** p < 0.01.  
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Table 7: Aggregate Impact of Panics on Commercial Bank Lending and Investments, June 1929 to December 1932 
Definition of Panic-Period Suspensions and Estimation Method 
  

All 
OLS 

All 
Panel FE 

All 
Panel FE 

10-30 Joins 
Panel FE 

4-10-30 Clusters 
Panel FE 

10-30 Joins 
Panel FE Regions 

4-10-30 Clusters 
Panel FE Regions BMA  

         
    

Change by banks outside NY City …         
- Member banks ($mil) -3,516 -2,871 -2,397 -2,919 -1,698 -2,987 -2,062 -3,102 
- Nonmember banks ($mil) -3,608 -3,637 -2,816 -3,117 -3,919 -2,381 -3,469 -3,344 
- All banks ($mil) -7,124 -6,509 -5,212 -6,036 -5,617 -5,368 -5,531 -6,446 
- All banks (standard error) (3,127) (3,941) (4,243) (2,423) (2,184) (3,020) (2,662)  
- All banks (% of total decline in bank lending) -44.8 -40.9 -32.7 -37.9 -35.3 -33.7 -34.8 40.5 

         
Change by banks in NY City …         
- All banks ($mil) -372.9 -340.7 -272.8 -315.9 -294.0 -281.0 -289.5 -337.4 
- All banks (% of total decline in bank lending) 2.3 2.1 1.7 2.0 1.8 1.8 1.8 2.1 
         
         

 
Notes: Standard errors are bootstrapped. See the text for details on calculations. Lending for member banks includes both loans and corporate bonds. 
Lending for non-members includes loans, corporate bonds, and government bonds. Alternative assumptions for 1933 described in text. FE indicates fixed 
effects estimation method.
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Table 8: Effects of Banking Panics on Monetary Aggregates, 
June 1929 to December 1932 
 

 
Change in 

Money Multiplier 
 Change in Money Supply 

($ Million) 

 

Observed Due to 
Panics 

 Observed Due to  
Panics 

Due to 
Monetary 

Base 

Due to  
Other Factors 

and 
Interaction 

        
Oct-29 -0.0002 -0.0238  569 -168 1,155 -418 
Dec-29 -0.0167 -0.0117  -470 -84 243 -629 
Mar-30 0.0961 -0.0274  -1,244 -199 -2,427 1,382 
Jun-30 0.1721 -0.0426  494 -293 451 336 
Sep-30 -0.2587 -0.0730  -715 -508 -347 140 
Dec-30 -0.4452 -0.1340  -498 -925 3,137 -2,710 
Mar-31 0.2268 -0.0889  -1,163 -656 -2,722 2,215 
Jun-31 -0.2545 -0.6073  -389 -4,210 1,925 1,896 
Sep-31 -0.6876 -0.3896  -1,400 -2,820 2,313 -893 
Dec-31 -0.8270 -0.6127  -2,611 -4,672 3,577 -1,516 
Jun-32 -0.1156 -0.1592  -3,960 -1,318 -2,786 143 
Sep-32 -0.1824 -0.0786  -439 -604 939 -773 
Dec-32 -0.2414 -0.0710  321 -560 1,374 -493 
        
Total Change: June 1929- 
December 1932 -2.5341 -2.3198  -11,505 -17,018 6,832 -1,319 
Share of total observed 
change  91.5%   147.9% -59.4% 11.5% 
Percent Relative to June 
1929     -36.4% 14.6% -2.8% 
        

 
Notes: Column 1 indicates the month and year at the end of a call-report interval (i.e. date t). 
Columns 2 and 4 report observed changes from t-1 to t in our data on monetary aggregates at 
the call-report frequency. Columns 3 and 5 indicate our estimate of how panics impacted 
monetary aggregates (based on equations 5 and 6). Column 6 equals column 3 minus 
columns 4 and 5. Shares of total observed change for the money multiplier are slightly 
overestimated due to compounding. 
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Figure 1. Bank Suspensions during the Caldwell Panic 
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Figure 2. U.S. Bank Suspensions after Britain’s departure from the Gold Standard 
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Figure 3. Banking Panics and the Decline in Demand Deposits in 100 Cities 
 

 
Notes: Deposit figures are reported for banks in Chicago, all reserve cities, and roughly forty other cities. Panic definitions are 
described in the text.  
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Figure 4. Banking Panics and the Decline in Time Deposits in 100 Cities 
 

 
Notes: Deposit figures are reported for banks in Chicago, all reserve cities, and roughly forty other cities as described in the text. Panic 
definitions are described in the text.  
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Figure 5. Banking Panics and Changes in Demand Deposits in Reporting New York City Banks  
 

 
Notes: Panic definitions are described in the text.  
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Figure 6. Changes in Demand Deposits in Federal Reserve Districts & Central Reserve Cities,  
three Weeks after the Start of Large Banking Panics 
 

 
Notes: Figures display changes in the deposits three weeks after the start of the six panics shown in Figures 3-5 and discussed in the 
text. 
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Figure 7. Banking Panics and Changes in Time Deposits in Reporting New York City Banks 
 

 
Notes: Panic definitions are described in the text. 
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For Online Publication 
 
Appendix A. Data  

This appendix describes data sources and calculations. The description proceeds in the following 

order: (i) bank balance-sheet information aggregated by call, district, and level of the reserve pyramid; (ii) 

bank balance-sheet information from weekly reporting banks by district; (iii) micro data on bank distress; 

and (iv) data used to calculate monetary aggregates by district and call. The bank-balance sheet 

information extends data introduced by Mitchener and Richardson (2019), which only compiled balance 

sheets of Fed member banks in reserve and central-reserve cities. In June 1929, those banks held over 

95% of the nations’ interbank deposits, but only 46% of all deposits held in commercial banks and only 

39% of all deposits held in depository institutions (i.e. commercial plus mutual-savings banks). This paper 

assembles adds new data on Fed member country banks, non-member banks, and mutual savings banks. 

Adding this coverage allows us to correct for sampling bias in data from weekly-reporting banks. Scholars 

have long been aware of this existing bias, but have not been able to address it because they lacked 

information about the underlying sampling process originally used to create the weekly-reporting bank 

data and/or information about population characteristics to which they could compare the sample.  

Our new database on balance-sheets provides benchmarks that can be used to compare the weekly-

reporting sample at each call report date, from which we can infer movements in the balance sheets of all 

banks between those points in time (discussed below). We also describe how we calculate monetary 

aggregates by Federal Reserve district using methods similar to Friedman and Schwartz (1963), who 

calculated monetary aggregates for the nation as a whole.  

Data on bank balance sheets by Federal Reserve District and by level of the reserve pyramid comes 

from Banking and Monetary Statistics of the United States, 1914 to 1941 (Federal Reserve Board of 

Governors 1943, hereafter abbreviated BMS). BMS presents information from the call reports of Federal 

Reserve member banks aggregated by Federal Reserve District, including counts of banks in each district 

as well as detailed summaries of assets (15 categories) and liabilities (17 categories) for banks located in 

reserve cities and for banks located outside reserve cities (called country banks). Book values of loans and 

investments are reported. BMS also contains detailed classifications of the loans, investments, and 

deposits of banks from 1928 through 1941. For the second and seventh Federal Reserve Districts, we 

calculate the balance sheets of banks in the central reserve cities of New York and Chicago by subtracting 

reserve and country banks from all banks. We check these calculations against tables presenting 

aggregates of information for central-reserve cities.  
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For our analysis, we aggregate data on assets into three categories: (1) lending to businesses (the 

sum of loans, acceptances, and corporate bonds); (2) lending to the U.S. government (the sum of 

government securities of varying maturity); and (3) reserves (the sum of cash in the vault and deposits at 

Federal Reserve banks). We calculate reserves in this manner to conform to the approach used by 

Friedman and Schwartz (1963), who excluded from their calculations balances at domestic banks (which 

counted as part of a bank’s legally required reserves if deposited in a bank in a reserve or central reserve 

city) and balances at foreign banks. We also excluded cash items that were in the process of collection 

from banks’ reserves because the slow pace of intercity check clearing left these items simultaneously on 

the balance sheets of multiple banks; this issue leads to a double counting of presumed reserves. During 

periods of distress, banks found items in the process of collection generally illiquid and uncollectible (see 

Richardson 2007b for details). 

 Data are for each call date. The nature of the calls raises statistical issues. Many modern time series 

tests assume observations arise from stable data generating processes with consistent spacing, which is 

not characteristic of these data. The spacing of the calls was long and variable. In 1929, calls occurred on 

March 27, June 29, October 4, and December 31; in 1930, on March 27, June 30, September 24, and 

December 31; in 1931, on March 25, June 30, September 29, and December 31; in 1932, on June 30, 

September 30, and December 31; and in 1933, not until June 30. Across our sample period, calls occurred 

an average of every 96 days, but the standard deviation of that average, 35, was high. Restricting the 

analysis to regularly spaced calls, December and June, eliminates more than half the observations from 

the data set, leaving six during the Great Depression – far too few to employ statistical tests based on 

asymptotic arguments. Moreover, the December and June calls almost always occurred on the last day of 

the month. Banks’ balance sheets on these dates may have differed systematically from balance sheets on 

other dates, when the calls were intentionally unpredictable. We overcome these complications with the 

methods typical in the literature. We present results assuming the calls were equally spaced. We check 

this assumption by re-estimating our regression with daily rates of change between calls rather than rates 

of change between calls, and we obtain similar results. 

Data covering the events in the first quarter of 1933 and periods between call reports can be 

obtained using weekly data on a subset of reporting member banks. The information appears in BMS, 

Tables 49 and 50. Table 49 presents information for weekly reporting banks in New York City. Table 50 

presents information for weekly reporting banks in 100 other cities, including Chicago, all other reserve 

cities, and approximately 40 other municipalities. The advantages of these data are that they are reported 
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consistently over time and at a higher frequency. The disadvantages are that the tables do not present 

complete balance sheets, only figures for selected assets and liabilities. Moreover, the data come from a 

non-random set of banks. The chosen banks were meant to create a representative sample, but the sample 

changes in size over time, as banks merge, fail, or, for some other reason, depart the data set. Changes in 

the sample occasionally represent changes in the sample composition or sampling methodology. It is 

impossible to know the size of this problem because the Federal Reserve does not indicate the identities 

of the reporting banks or the exact proportion of all assets represented by these banks. For the nation as a 

whole, the Federal Reserve reports that they attempted to keep that proportion around 70%. When we 

compare the weekly reporting data for New York City for the last week of 1932 to the call report data 

from the same week (although on a different day), we find that the interbank balances for the weekly 

reporting banks represented 82 percent of all interbank balances in the city. The fraction of other 

components of the balance sheet represented by weekly reporting banks ranges from 74 percent (net 

demand deposits) to 96 percent (reserves with the Fed). 

Weekly reporting data for the twelve Federal Reserve districts and from the city of Chicago comes 

from the Federal Reserve Bulletin. Tables with this information appear from roughly 1919 through 1939. 

After digitizing these data, we created consistent balance-sheet categories using the procedures outlined 

in BMS. The weekly-reporting banks represented a different share of banking resources across districts 

and over time. For example, in one district at one date, the weekly-reporting banks might contain 40% of 

all bank deposits whereas at some other date they might contain 60% of all deposits or, in some other 

district, they might constitute 80%. These differences arose due to differences in sample composition 

across districts and over time. We offset these differences and create a weekly-reporting data set that 

accurately depicts aggregate movements in bank balance sheets using district-level call-report data from 

BMS. At each call date, BMS reports bank balance-sheet information aggregated by Fed District. These 

aggregates are totals for the population from which the weekly-reporting data samples. Comparing the 

call-report and weekly-reporting data reveals how much we need to scale up the weekly-reporting data to 

recover accurate aggregate values. Weekly-reporting data was collected on Wednesday of each week. Call 

reports could be collected on any weekday. In weeks with call reports, we create the scale- up factor using 

the call-report data that from that week. In weeks without call reports, we create the scale-up factor by 

linearly interpolating between scale-up factors from weeks with call reports.  

Linear interpolation enables us to calculate aggregate balance sheets week-by-week using the 

formula: 



 54 

(𝐴𝐴. 1)  𝑋𝑋𝑧𝑧𝑖𝑖𝑝𝑝𝑖𝑖𝐴𝐴𝑎𝑎𝑎𝑎 𝐵𝐵𝑝𝑝𝑝𝑝𝑘𝑘𝑏𝑏 𝐸𝐸𝑏𝑏𝑖𝑖𝑖𝑖𝑡𝑡𝑝𝑝𝑖𝑖𝑡𝑡𝑧𝑧

= �(1 − 𝑡𝑡/𝑇𝑇𝑝𝑝)�𝑋𝑋𝑧𝑧𝑖𝑖𝑝𝑝
𝐴𝐴𝑎𝑎𝑎𝑎 𝐵𝐵𝑝𝑝𝑝𝑝𝑘𝑘𝑏𝑏 𝑖𝑖𝑝𝑝 𝑘𝑘𝑝𝑝𝑎𝑎𝑎𝑎 𝑘𝑘𝑡𝑡𝑝𝑝𝑚𝑚𝑚𝑚𝑖𝑖/𝑋𝑋𝑧𝑧𝑖𝑖𝑝𝑝𝑊𝑊𝑘𝑘 𝐵𝐵𝑝𝑝𝑝𝑝𝑘𝑘𝑏𝑏�

+ 𝑡𝑡/𝑇𝑇𝑝𝑝�𝑋𝑋𝑧𝑧𝑖𝑖,𝑝𝑝+1
𝐴𝐴𝑎𝑎𝑎𝑎 𝐵𝐵𝑝𝑝𝑝𝑝𝑘𝑘𝑏𝑏 𝑖𝑖𝑝𝑝 𝑘𝑘𝑝𝑝𝑎𝑎𝑎𝑎 𝑘𝑘𝑡𝑡𝑝𝑝𝑚𝑚𝑚𝑚𝑖𝑖/𝑋𝑋𝑧𝑧𝑖𝑖,𝑝𝑝+1𝑊𝑊𝑘𝑘 𝐵𝐵𝑝𝑝𝑝𝑝𝑘𝑘𝑏𝑏��𝑋𝑋𝑧𝑧𝑖𝑖𝑝𝑝𝑖𝑖𝑊𝑊𝑘𝑘 𝐵𝐵𝑝𝑝𝑝𝑝𝑘𝑘𝑏𝑏 

where 𝑋𝑋𝑧𝑧𝑖𝑖𝑝𝑝𝑖𝑖𝐴𝐴𝑎𝑎𝑎𝑎 𝐵𝐵𝑝𝑝𝑝𝑝𝑘𝑘𝑏𝑏 𝐸𝐸𝑏𝑏𝑖𝑖𝑖𝑖𝑡𝑡𝑝𝑝𝑖𝑖𝑡𝑡𝑧𝑧 indicates our estimate of the aggregate total of balance sheet item z for all Fed 

member banks in district i in week ct. The letter c indexes weeks with call reports. The letter t indexes 

weeks from one call report to the next. Since the number of weeks varies between call reports, dating 

entails complicated notation. For each c, the sequence t(c) indexes weeks beginning with call-report date 

c and ending with call-report date c+1, where t𝜖𝜖[0,1, … ,𝑇𝑇𝑝𝑝]. The week indicated c0 is the week of call c. 

The weeks indicated by c1 to c,Tc-1 are the weeks between the call dates c and c+1. The week indicated 

cTc is the week of call c+1. It can also be denoted as week c+1,0, which is the initial week of the interval 

beginning at call c+1 and ending at call c+2.  𝑋𝑋𝑧𝑧𝑖𝑖𝑝𝑝
𝐴𝐴𝑎𝑎𝑎𝑎 𝐵𝐵𝑝𝑝𝑝𝑝𝑘𝑘𝑏𝑏 𝑖𝑖𝑝𝑝 𝑘𝑘𝑝𝑝𝑎𝑎𝑎𝑎 𝑘𝑘𝑡𝑡𝑝𝑝𝑚𝑚𝑚𝑚𝑖𝑖 is the aggregate total in the call report 

of balance sheet item z for all Fed-member banks in district i at the call report date c. 𝑋𝑋𝑧𝑧𝑖𝑖𝑝𝑝𝑊𝑊𝑘𝑘 𝐵𝐵𝑝𝑝𝑝𝑝𝑘𝑘𝑏𝑏 is the 

total for all weekly reporting Fed-member banks of balance sheet item z in district i in the week of call 

report c. Note that for simplicity, we dropped the 0 at the end of the date c0 when describing data from 

weeks with call reports.  𝑋𝑋𝑧𝑧𝑖𝑖𝑝𝑝𝑖𝑖𝑊𝑊𝑘𝑘 𝐵𝐵𝑝𝑝𝑝𝑝𝑘𝑘𝑏𝑏 is the total for all weekly reporting Fed member banks of balance 

sheet item z in district i in week ct. 

The most accurate source for information about bank suspensions and failures during this period 

is the micro-level data from the Board of Governors’ bank suspension study. These are described in 

Richardson (2007a, 2008). The Board’s Division of Bank Operations completed a form ST 6386b for each 

bank that suspended operations. From these forms, we extract an array of information: a bank’s location, 

whether it was a Fed member or non-member, whether it possessed a state or national charter, the date of 

its suspension, the date of its reopening (if any), the deposits that it possessed on the date of suspension, 

whether it was suspended by a decision of its board of directors or under the authority of a state or national 

bank examiner, and whether it suspension was triggered by a run. The latter piece of information was 

elicited by asking opinions of examiners and other authorities and according to the assessment procedures 

used by the division of bank operations. Documents describing these procedures indicate that while 

depositors lined up outside a bank pleading to withdraw funds was one symptom of a run, the 

determination of whether a run occurred should be based upon the volume of withdrawals and their impact 

on the bank as well as evidence of significant withdrawals via check or wire transfer which usually 

occurred before ordinary individuals panicked over the safety of their funds. Researchers at the Federal 
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Reserve called these events “invisible runs.” For 1929-32, we tabulate the ST 6386 micro data by call date 

and Federal Reserve district, creating an accurate analog for our panel of bank balance sheets by call date. 

To calculate monetary aggregates by Federal Reserve district, we collect information on deposits, 

reserves, and currency in circulation from numerous sources. Data on deposits comes from BMS 

(described above) and the Federal Reserve Bulletin (FRB). The Bulletin’s issues in January and July 1930; 

January, April, and October 1931; January and April 1932; and January 1933 contain a table titled 

“Conditions of All Banks in the United States: Table 1 – All banks in the United States – Principal 

Resources and Liabilities, on Call Dates, by Federal Reserve Districts.” From this table, we obtain data 

from member and non-member banks at each national-bank call date. The data for national and member 

banks was aggregated from call reports delivered to the Fed and the Comptroller of Currency. The table’s 

notes indicate that data on non-member banks at those dates comes from state authorities. In some cases, 

it is tabulations of data from calls by state authorities on those dates. In other cases, it is totals that state 

authorities calculated from other sources at their disposal. The table includes information on all national 

and state commercial banks, including stock and mutual savings banks, and all private banks under state 

supervision. Note that this figure is the sum of net demand deposits, time deposits, and government 

deposits, excluding interbank deposits. We do not have sources for non-member banks at call dates that 

separate demand from time deposits, so our estimates of the money stock include both. Our calculations, 

in other words, replicate Friedman and Schwartz’s (1963) money supply estimates including time, 

demand, and mutual savings deposits (a figure now known as M3) and their estimate including only time 

and demand deposits (a figure now known as M2).  

The data on deposits described above covers all calls from 1929 through 1932. Unfortunately, 

national authorities and most state banking departments did not call for reports of condition from January 

to June 1933. We must, therefore, estimate the change in aggregate deposits over the first six months of 

1933, and do so using methods similar to Friedman and Schwartz (1963). For member banks in each 

district, we begin with the data series from weekly reporting banks in each district. We then scale-up the 

variables net demand deposits, time deposits, and government deposits for the reporting date March 29, 

1933, and sum the results. For non-member banks in each district, we first calculate the ratio of members 

to non-members deposits at call dates in June, September, and December 1932. The product of (a) the 

average of these three ratios and (b) total deposits in member banks on March 29, 1933 is our estimate of 

deposits in non-member banks on this date. 
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Distinguishing M2 from M3 requires information on deposits in mutual savings banks. These 

deposits were concentrated in a few Fed districts, primarily in the northeast. These data come from All 

Bank Statistics (Board of Governors 1959, henceforth denoted ABS), which provides information on 

deposits in mutual savings banks by state. We create totals by summing the states within each Fed district. 

We divide states that are split between Fed districts using the population weight method introduced by 

Park and Richardson (2012). Data in ABS are at an annual frequency, reported for June 30 (or the nearest 

available date), and thus give us a precise call for June; other calls are estimated by linear interpolation. 

The value for a call between two Junes is the average of those June values, with the beginning and end 

points weighted by the fraction of time that passed between them. Readers should note that most deposits 

in mutual savings banks were held in the Boston (1st) and New York (2nd) Federal Reserve districts. Mutual 

savings deposits in the other ten districts were low or zero. In those ten districts, our estimates of M2 and 

M3 are, for all practical purposes, identical. 

Correctly calculating the money supply requires information on checks in the process of collection, 

commonly called “float.” For member banks, data for items in the process of collection for each district 

at each call date appears in BMS. Direct sources of these data do not exist for non-member banks. ABS 

compiled the extant state-level information to generate data on items in the process of collection on June 

30th of each year. ABS notes, however, that for many states, their figures are estimates, not compilations 

from comprehensive survey data. Information from ABS serves as the basis for estimating float for state 

non-member banks. We employ two additional pieces of information. The first is the national aggregate 

value of cash items in the process of collection for state commercial banks (reported in ABS reports for 

June 30th of each year). We estimate its value at the intervening calls via linear interpolation. The second 

is float of member banks by district and by call date reported in BMS), which we use to calculate the share 

of member-bank float in each district, at each call. The share is high (between 50% and 70% of all float) 

in the New York district, about 10% in the Chicago, and smaller in the other districts. The relative shares 

are due, in part, to the difference sizes of the banking systems in the different districts and probably also 

to differences in the accounting practices in different states. We allocate total float for state-chartered 

commercial banks across Fed districts using their shares of member bank float at each call date.  

Our method is a reasonable facsimile of the method of Friedman and Schwartz. Non-member float 

is the coarsest component of our calculations, but it has little impact on our aggregate calculations 

primarily because non-member banks report little float before and during the Great Depression. The 

explanation for this fact lies in accounting practices of state-chartered, non-member banks, who cleared 
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most of their checks through correspondents, and typically listed checks in the process of collection as 

interbank deposits. Since we have already excluded interbank deposits from our calculations we have, in 

effect, also excluded most float for state-chartered non-member banks. For more information about 

accounting procedures and the difficulty of calculating float, see Richardson (2007b) which discusses 

these issues in detail. 

Data on member-bank reserve balances comes from the Federal Reserve Bulletin (FRB) and the 

Annual Report of the Federal Reserve Board (FRAR). For 1929, 1930, and 1931, FRAR contains a table 

titled “Principal Resources and Liabilities of Each Federal Reserve Bank, by Weeks.” The table number 

varies by year of publication: Table No. 72 in 1929, Table No. 78 in 1930, and Table No.83 in 1931. The 

tables indicate member bank reserve balances by district for each Wednesday. We select data from the 

Wednesday closest to the corresponding call-report date. For June and September 1932, the data come 

from the table in FRB titled “Each Federal Reserve Bank – Resources and Liabilities” in the section 

“Federal Reserve Statistics by Districts.” For December 1932, data come from FRAR, “Table No. 16 – 

Condition of Each Federal Reserve Bank at the End of 1931 and 1932.” For March 1933, we estimate 

reserves with the Fed using data on weekly reporting banks for each district. We scale up the reserves 

reported on March 29, 1933 using the proportion total reserves actually held by those reporting banks on 

the call-report date in December 1932. 

Data on currency, coin, and other forms of money in circulation comes from Federal Reserve 

publications. For the years 1929 through 1931, data on Federal Reserve Bank notes comes from the FRAR. 

The information appears in a table entitled “Principal Resources and Liabilities of Each Federal Reserve 

Bank, by Weeks.” The table’s number varies by year of publication: table 72 (1929); table 78 (1930); and 

table 83 (1931). Data on notes in circulation by district is available for each week on Wednesday. We 

choose data from the Wednesday closest to the corresponding call date. For most of 1932 and 1933, we 

gather data on Federal Reserve Bank notes from issues of the FRB published in July 1932, October 1932, 

and May 1933. These issues contain a table entitled “Reserves, Deposits, Note Circulation and Reserve 

Percentages” in the section “Federal Reserve Statistics by Districts.” Again, we choose data from the 

Wednesday closest to the corresponding call date. For the call in December 1932, we draw data from the 

FRAR, “Table No. 16 – Condition of Each Federal Reserve Bank at the End of 1931 and 1932.” 

In the 1920s and 1930s, substantial quantities of legal money issued by entities other than Federal 

Reserve Banks remained in circulation. This money included national bank notes, Treasury gold and silver 

certificates, gold coins and bullion, coins minted from other metals, and an assortment of miscellaneous 
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historical currencies and Treasury obligations, such as greenbacks issued in the Civil War. Information on 

these non-Fed monies appears in the FRAR. We typically take it from a table titled “Kinds of Money in 

Circulation.” The table’s number varies by year of publication: table 31 in 1929, table 35 in 1931 (used 

for data for 1930 and 1931), table 52 in 1932, and table 56 in 1933. We use data from the columns (a) 

Total, (b) Federal reserve notes, and (c) Federal reserve bank notes. Aggregate non-Fed money equals 

column (a) minus columns (b) and (c). 

 These data are available only in aggregate. We allocate it across Fed districts using an assumption 

from Friedman and Schwartz: economic agents were indifferent between Federal Reserve and non-Federal 

Reserve notes. This assumption seems reasonable. Fed and non-Fed notes had the same value. Laws 

treated both as legal tender for all debts public and private. All were obligations of the Federal government. 

There is no evidence that anyone thought the federal government would default or devalue one type of 

note but not the others. There is no evidence that they ever traded at different values or that the public 

differentiated their values in any substantive way. Given this assumption, Friedman and Schwartz argue 

all types of money should circulate at the same velocity, which was a requirement underlying their 

construction of a single set of economy-wide monetary aggregates. That assumption underlies all 

subsequent estimates of the money supply, including ours.  It has a close corollary: non-Fed money should 

be distributed across districts in the same proportions as Federal Reserve notes. This equilibrium should 

have arisen because note changed hands frequently, typically twice each week for denominations 

frequently used in transactions, such $1 and $5 notes; about once a week for larger notes such as $20 and 

$50; and about once a month for larger $100 notes (Feige, 1989). As all of these notes change hands 

frequently, they should spread across the United States, in the same pattern as Federal Reserve notes.  

Based upon this argument, we estimate non-Fed money in each Fed district as follows. Using data 

descried earlier, we first calculate each district’s share of all Federal Reserve notes in circulation at each 

call date. Then, we multiply that share by the nationwide aggregate supply of non-Fed money. The product 

is the supply of non-Fed money in each district at each call date. 

Given the discussion above, it is worth observing that notes of a particular Federal Reserve Bank 

contribute only to the money supply in its own district. The Federal Reserve System was designed so that 

each Reserve Bank would hold the gold needed to back the money required for economic activity in own 

district. During the first few decades of the Fed’s existence, each Federal Reserve Bank thus issued its 

own notes backed by its own assets. The gold constraint for each reserve bank bound individually, 

meaning the 1st Federal Reserve District needed enough gold in its vaults to support the currency that it 
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had in circulation, as did the 2nd district, and so on. The same was true, of course, for reserve deposits, 

which also had to be backed in part by gold.  

Of course, money and bank deposits did not stay put. Payments flowed constantly across districts. 

An individual might, for example, withdraw $10 from a bank account in New York City at lunch time and 

spend that $10 note issued by the Federal Reserve Bank of New York at a restaurant near their house in 

Connecticut (which was in an adjacent Fed district) in the evening. The Federal Reserve System was 

designed to accommodate these flows and to ensure that gold flowed along with currency, so that the 

monetary base was distributed efficiently to support economic activity in the different districts. Two 

simple mechanisms balanced these flows. The first was a rule that prohibited Reserve Banks from 

disbursing notes of other Reserve Banks. The second was the practice of making repayments between 

Reserve Banks in gold via the inter-district settlement fund.  

We explain the impact of these mechanisms by continuing our example. The restaurant in 

Connecticut, which received $10 note deposited in their bank, would in turn deposited the note at the 

Federal Reserve Bank of Boston. The Boston Fed could not pass that note on to another person or 

institution. Instead, the law required the Boston Fed to return that note to the New York Fed. In return, 

Boston received $10 of gold from the New York Fed. These rules and practices ensured that as Fed notes 

flowed from one Fed district to another, gold reserves (and thus the monetary base and the money supply) 

would decline in the former and expand in the latter. These flows would persist until changes in the relative 

sizes of the money supplies in the two districts returned the system to equilibrium.   

Using the data described above, we calculate monetary aggregates for each Federal Reserve district 

for each call date with the following formulas:  

(A.1) C = CFed + Cnon-Fed 

(A.2) D = DFed + Dnon-Fed 

(A.3) B = R + C 

(A.4) M = D + C 

(A.5) m = M/B 

(A.6) c = D/C 

(A.7) r = D/R,  

where C is currency, CFed is Federal Reserve notes in circulation, and Cnon-Fed is non-Fed monies in 

circulation. D is total deposits at commercial banks, DFed is deposits in Fed member banks, and Dnon-Fed is 

deposits in non-member banks. B is defined as monetary base and R is Fed-member bank reserve balances. 
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M is the money supply. Thus, the money multiplier, m, is M/B and the currency-to-deposit ratio, c, is D/C. 

Finally, the reserve-to-deposit ratio, r, is D/R. 

 

Appendix B: Specification of Matrices for the Calculation of Aggregate Changes in Lending 

The matrices 𝐵𝐵1𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡 and 𝐵𝐵1𝑧𝑧𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝𝑧𝑧 have 12 rows and 38 columns. Elements of the matrices indicate 

how suspensions during panics in district i influenced flows of demand and time deposits into and out of 

banks in district j. The units of observation (the i's described earlier) are aggregates of member and 

nonmember banks at different levels of the reserve pyramid in each Federal Reserve district. Using the 

notation from Equation (1) in the main text, the elements of the matrix for time deposits are: 

(B. 1) B1ij𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡 = 𝛽𝛽1𝑡𝑡𝑡𝑡𝑡𝑡𝑏𝑏𝑡𝑡𝑚𝑚  if  𝑖𝑖 = 𝑗𝑗 and 𝑗𝑗 ≤ 12.  

(B. 2) B1ij𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡 = 𝛽𝛽1𝑝𝑝𝑚𝑚𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑏𝑏𝑡𝑡𝑚𝑚  if  𝑖𝑖 + 12 = 𝑗𝑗 and 13 ≤ 𝑗𝑗 ≤ 24.  

(B. 3) B1ij𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡 = 𝛽𝛽1𝑡𝑡𝑡𝑡𝑡𝑡𝑏𝑏𝑡𝑡𝑚𝑚 + 𝛽𝛽1𝑘𝑘𝑡𝑡𝑡𝑡𝑡𝑡𝑏𝑏𝑡𝑡𝑚𝑚 if  𝑖𝑖 + 24 = 𝑗𝑗 𝑎𝑎𝑎𝑎𝑎𝑎 25 ≤ 𝑗𝑗 ≤ 36.  

(B. 4) B1ij𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡 = 0 if  𝑖𝑖 ≠ 𝑗𝑗 and 𝑗𝑗 ≤ 36.   

(B. 5) B1ij𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡 = 𝛽𝛽1𝑡𝑡𝑡𝑡𝑡𝑡𝑏𝑏𝑡𝑡𝑚𝑚 + 𝛽𝛽1,𝑘𝑘𝑘𝑘
𝑡𝑡𝑡𝑡𝑡𝑡𝑏𝑏𝑡𝑡𝑚𝑚 𝑖𝑖𝑖𝑖 𝑖𝑖 = 𝑗𝑗 =  37  

(B. 6) B1ij𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡 = 0 𝑖𝑖𝑖𝑖 𝑖𝑖 ≠ 37 𝑎𝑎𝑎𝑎𝑎𝑎 𝑗𝑗 = 37 a 

(B. 7) B1ij𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡 = 0 𝑖𝑖𝑖𝑖 𝑗𝑗 = 38 

For member banks, estimates of the β parameters appear in Tables 3 and 4. For nonmember banks, 

estimates of β appear in Table 5. The subscript 1 indicates that the β coefficients are the ones estimated 

for panic suspensions. In the notation for equation (1) from the text, the coefficients on deposit flows that 

coincided with non-panic suspensions were indicated with the subscript 2.  

 The matrix for demand deposits is similar. For i ≤ 12 and i ≥ 23, the structure of the demand-

deposit matrix is identical to the structure of the time-deposit matrix, except the β coefficients in the 

demand-deposit matrix come from our estimation of demand-deposit outflows caused by banking panics. 

For nonmember banks, we set the β coefficients in the demand-deposit matrix equal to zero. This setting 

is for computational convenience. Data for nonmembers only indicates the sum of time and demand 

deposits. We estimate how bank suspensions influence this sum, and we incorporated that estimate in the 

time deposit matrix. We place zeros in the demand deposit matrix to avoid double counting. Our 

calculation would not change if we inverted the incorporation of nonmember flows, placing the estimated 

flow in the demand-deposit matrix and zeros in the time-deposit matrix or if we split the coefficient in any 

convex combination across the matrices. In other words, our estimate of aggregate lending would be the 
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same if we inserted Θ*β into the time-deposit matrix and (1- Θ)*β into the demand-deposit matrix for all 

Θ from 0 to 1. 

 

Appendix C: Relationship Between the National and Federal-Reserve District Level Money 

Multipliers 

Given equations (A.1) – (A.7), we can derive relationships between the national and Fed-district-

level monetary aggregates. Aggregates for the ith Federal Reserve district are indicated by the subscript i. 

Therefore,  

(C.1) Mi = Ci + Di and 

(C.2) Bi = Ci + Ri. 

National monetary aggregates, which are sums of district-level aggregates, have no subscripts. Therefore, 

(𝐶𝐶. 3) 𝑀𝑀 = ∑ 𝑀𝑀𝑖𝑖
 
𝑖𝑖  and 

(𝐶𝐶. 4) 𝐵𝐵 = ∑ 𝐵𝐵𝑖𝑖 
𝑖𝑖 . 

The money supply in each district is generated from the monetary base via deposit expansion in each 

district: 

(C.5) Mi = miBi. 

The national money multiplier, m, is a function of the money multipliers in the twelve Fed districts, as 

indicated by equation: 

(C. 6) 𝑚𝑚 =
𝑀𝑀
𝐵𝐵

=
∑𝑀𝑀𝑖𝑖

∑𝐵𝐵𝑖𝑖
=
∑𝑀𝑀𝑖𝑖 �

𝐵𝐵𝑖𝑖
𝐵𝐵𝑖𝑖
�

∑𝐵𝐵𝑖𝑖
=
∑𝑀𝑀𝑖𝑖
𝐵𝐵𝑖𝑖

(𝐵𝐵𝑖𝑖)

∑𝐵𝐵𝑖𝑖
=
∑𝑚𝑚𝑖𝑖(𝐵𝐵𝑖𝑖)
∑𝐵𝐵𝑖𝑖

 

= �𝑚𝑚𝑖𝑖 �
𝐵𝐵𝑖𝑖
∑𝐵𝐵𝑖𝑖

� = �𝑚𝑚𝑖𝑖 𝑏𝑏𝑖𝑖, 

where bi = 𝐵𝐵𝑖𝑖 ∑𝐵𝐵𝑖𝑖⁄  is the fraction of the national monetary base in the ith Federal Reserve District. The 

change in the national monetary base, ∆m, is a weighted sum of the change in the money multipliers in 

the twelve districts, expressed as: 

(C. 7) ∆𝑚𝑚 = �∆𝑚𝑚𝑖𝑖 𝑏𝑏𝑖𝑖. 

The weights are each district’s share of the national monetary base.  

The derivation of equation (C.7) assumes changes in a district’s money multiplier, mi, do not 

trigger changes in a district’s share of the monetary base, bi. This assumption held during our sample 

period since Fed districts seldom loaned substantial reserves to each other. For example, Chicago declined 
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New York’s request to borrow reserves during the financial panic preceding the banking holiday. If 

Chicago had accommodated New York, we would need to adjust our calculation to reflect the fact that the 

decline in the money multiplier in New York (which is the manifestation of a panic in this data) triggered 

an increase in its monetary base. We have found, however, no clear instances of such actions and no inter-

district loans large enough to impact our aggregate calculations. 

Equation (C.7) is the basis for equation (5) in the body of the paper. We go from the former to the 

latter by adding a time subscript, which indicates that the equation holds at every point in time. In our 

application, this means it holds at each call date. We replace the change in each district’s multiplier, ∆𝑚𝑚𝑖𝑖, 

with our estimate of this change, 𝑚𝑚�𝑖𝑖𝑖𝑖. The latter is the product of 𝛽𝛽𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝  , which is the estimated impact 

of a bank suspension in district i on the multiplier in district i, and 𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝,𝑖𝑖𝑖𝑖 , which is the number of 

suspensions in district i from call t to call t+1. 

Given the equations above, we can we can write the national aggregate money supply as: 

(C. 8) 𝑀𝑀 = 𝑚𝑚𝐵𝐵 = (∑𝑚𝑚𝑖𝑖 𝑏𝑏𝑖𝑖 )𝐵𝐵. 

Changes in the national aggregate money supply are linked to changes in district multipliers by: 

(𝐶𝐶. 9) ∆𝑀𝑀 = ∆𝑚𝑚𝐵𝐵 = (∑∆𝑚𝑚𝑖𝑖 𝑏𝑏𝑖𝑖  )𝐵𝐵. 

Equation (C.9) links the change in the national money supply to our estimates of how panics influenced 

the money multiplier in each Federal Reserve District. 

 

Appendix D. Estimated Effects on the 1933 Banking Panic 

The panel methods that we employ in the body of our paper cannot directly address the impact of 

the nationwide banking panic in the winter of 1933 because the call-report data that we use for our 

estimates do not exist for that period. The government did not collect it. Our methods and additional 

assumptions can be used indirectly, however, to estimate the panics’ effect on bank lending and monetary 

aggregates. (Note that the equations we refer to correspond to those in the body of our paper.)  

Figures D1 and D2 illustrate the severity of the panic of winter 1933. Figure D1 plots weekly 

changes in deposits for 100 reporting cities, excluding New York. Demand deposits declined by $1.078 

billion and time deposits declined by $973 million. As Figure D2 shows, the panics’ impact in New York 

was even larger. From January 18 to March 8, demand deposits declined by $1.364 billion and time 

deposits declined by $165 million in reporting New York City banks.  

To estimate this panic's effects, we use out-of-sample forecasts. The forecast for bank lending uses 

equation (3) and assumes the coefficients estimated with data up until the end of 1932 also apply to 
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January, February, and the first week of March in 1933. Multiplying these coefficients and number of 

banks that suspended operations in that period yields our estimate of the decline in bank lending associated 

with those suspensions. Results appear in Table D1. The decline in lending for nonmember banks averaged 

across the six specifications is $203 million. The decline in lending for member banks averaged across 

the six specifications is $188 million. We add these estimates to those for the period from 1929 to 1932 

to arrive at a bottom-line estimate of the fraction of the decline in bank lending due to banking panics. 

Our estimate seems reasonable, given that weekly reporting member banks outside of New York 

City reported a decline in total loans and investments of $365 million between January 4 and March 1, 

1933 – two days before the start of the nationwide banking holiday. Substantial uncertainty, however, 

exists about changes in bank balance sheets during the financial crisis that led to the banking holiday. Call 

report data exists for all banks in the United States for the last business day in December 1932. Call data 

was not collected again until June of 1933. Weekly reporting data outside New York City reveal large 

declines in bank deposits and lending between March 1 and March 8, but some of that decline occurs 

when banks were closed during holidays. It is unclear why deposits and lending decline. Some of the 

decline may be due to changes in the number of banks in the weekly sample. (In an early paper, Mitchener 

and Richardson (2019), we use the weekly reporting data to provide a maximal estimate of the decline in 

loans and investments at commercial banks in the crisis preceding the banking holiday. Our estimate is a 

decline of $4.6 billion.) 

Our out-of-sample forecast may underestimate the decline in lending due to the panic in the winter 

of 1933 because we assume that the impact of a bank during that panic equaled the average impact of a 

bank suspension over the previous three years. By all accounts, however, the 1933 panic was more severe 

than earlier events. We further assumed that banks suspensions of the type we measured from 1929 

through 1932 accurately depict the severity of events in the winter of 1933 even though proclamations by 

state and local governments partially or completely shut down commercial banks in more than 20 states 

in early 1933. These government closures of banks do not appear in our data. As a consequence, the inputs 

to our out-of-sample forecast probably undercount the number of panic-period suspensions in winter 1933, 

and likely underestimate their impact on lending. 

Thus, to better gauge the panic in the winter of 1933, the bottom portion of Table D1 provides a 

range of estimates based upon escalating assumptions about the severity of the event. The first row 

assumes that the panic of 1933 induced declines in lending in each district equal to the average of the 

panics in which more than 20 banks failed in that district between 1929 and 1932. We calculate this 
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amount by determining, for each district, the call periods in which more than 20 banks failed during panics, 

determining the decline in lending due to the panics during each of these call periods, averaging those 

figures, and applying them to the 1933 panic.34 This conservative assumption yields results similar to our 

out-of-sample forecast.  

The second row of Table D1 assumes that the number of banks failing in a district during the panic 

of 1933 equaled the average number of banks failing during panics in that district from 1929 to 1932. We 

calculate this amount by averaging the number of banks that failed during panics and use this value in our 

out-of-sample forecast rather than the number of suspensions actually reported in our data set. The third 

row assumes that the number of banks failing during the panic of 1933 equaled the maximum number of 

banks failing during a panic in each Fed district from 1929 to 1932. We then use this figure in our out-of-

sample forecast rather than the number of suspensions actually reported in our data set.  

The last row of Table D1 assumes that all of the decline in lending in the winter of 1933 was due 

to the panic. To estimate this amount, we calculate the decline in loans and investments of weekly 

reporting Fed member banks in each Federal Reserve district from December 31, 1932 to March 8, 1933.35 

We then determine the ratio of loans and investments in each district held by all commercial banks and by 

Fed member weekly reporting banks at the last call date in December 1932. Then, we multiple the former 

and the latter to provide an estimate of the decline in lending in each district in the winter of 1933 and 

sum the district subtotals to arrive at the national total. 

Overall during the Great Depression, we find that deposit drains during banking panics 

substantially reduced lending by banks. From July 1929 to December 1932, panics reduced lending by 

35% to 40%. When considering the panic in the winter of 1933, data limitations obscure the picture and 

increase uncertainty. Reasonable assumptions about the severity of the panic in 1933 indicate that from 

peak (summer 1929) to trough (winter 1933), panics reduced bank loans and investments by 35% to 40%. 

Maximalist assumptions suggest that the aggregate impact was larger, with panics reducing commercial 

bank lending by 50% to 54%.  

 
34 Note that the definition of a panic suspension, the number in each call period, and their impact on lending vary across the 
specifications in Table 7. 
35 Of course, this method assumes that lending declined at all commercial banks at the same rate as it declined at Fed member 
weekly reporting banks. Readers should note the moderate declines in lending for weekly reporting banks outside New York, 
which seems odd given the severity of the panic, as well as the unexplained dramatic decline in lending by weekly reporting 
banks from March 1 to March 8, which seems odd given the shutdown of many state-chartered systems and the fact that the 
national banking holiday began on March 5. We know of no reports or research that explains these paradoxical patterns. So, 
we work with the data reported in contemporary sources. 
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We next consider the effects of the panic of 1933 on the money multiplier. Table D2’s penultimate 

row indicates changes in the money multiplier during the final banking crisis of the Great Depression, 

from January through March 1933. We do not have data on deposits (or other changes in balance sheets) 

of many commercial banks during this period. While state and federal authorities collected reports of 

condition from banks on the last business day of December 1932, they did not request call reports in March 

1933. The Comptroller of Currency resumed collecting data in June, as did some states, but others, 

including New York, did not collect or disseminate data for longer periods. We overcome this lacuna 

using an assumption similar to Friedman and Schwartz’s, who assumed that deposits in all banks declined 

by the same percentage as weekly reporting banks throughout the United States. We assume that deposits 

in all banks in each Fed district declined by the same percentage as deposits in the weekly reporting banks 

in that district. With this assumption and extant information on currency in circulation and reserve-bank 

balance sheets, we calculate monetary aggregates for each district and the nation as a whole.  

The predicted change is calculated via equation (5). This calculation requires explanation and 

caveats. It is an out-of-sample forecast because the coefficient 𝛽𝛽𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝 is estimated for the period in which 

we have call report data, 1929 – 1932. The total number of suspensions, 𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝,𝑖𝑖𝑖𝑖 , comes from the same 

data source as for earlier periods. Panic suspensions are defined in the same way, but this value does not 

capture the large number of banks that suspended operations in February and March due to local and state 

government declarations of banking holidays.  

Despite these limitations, the calculation conveys a clear message. The decline in the money 

multiplier from January through March 1933 appears to be entirely due to the banking panic sweeping the 

nation. Our bottom line indicates that banking panics induced almost all of the decline in the money 

multiplier during the Great Depression. 
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Appendix Table D1. Aggregate Impact of Panics on Commercial Bank Lending and Investment Including Panic of 1933 
  Definition of Panic-Period Suspensions and Estimation Method 

  All: OLS 
All:  
FE 

All:  
FE 

10-30 Joins  
FE 

4-10-30 Clusters 
FE BMA   

       

 July 1929 to December 1932 
Change by banks outside NY City …       
- Member banks ($mil) -3,516 -2,928 -2,403 -2,937 -1,709 -3,102 
- Nonmember banks ($mil) -3,608 -3,378 -2,925 -3,038 -3,884 -3,344 
- All banks ($mil) -7,124 -6,307 -5,329 -5,975 -5,593 -6,446 
- All banks (standard error) (2,830) (3,641) (3,919) (2,442) (2,111)  
- All banks (% of total decline in bank lending) -44.8 -39.6 -33.5 -37.5 -35.1 -40.5 

       
Change by banks in NY City …       
- All banks ($mil) -519.7 -460.1 -388.7 -435.4 -396.2 -463.0 
- All banks (% of total decline in bank lending) 2.3 2.1 1.7 1.9 1.8 2.1 
       

 July 1929 to March 1933 
Change by banks outside NY City …       
- Member banks ($mil) -3,767 -3,138 -2,576 -3,144 -1,778 -3,321 
- Nonmember banks ($mil) -3,866 -3,620 -3,134 -3,251 -4,042 -3,481 
- All banks ($mil) -7,633 -6,758 -5,710 -6,395 -5,820 -6,801 
- All banks (standard error) (3,032) (3,902) (4,200) (2,614) (2,195)  
- All banks (% of total decline in bank lending) -34.1 -30.2 -25.5 -28.5 -26.0 -30.4 

       

Using alternative assumptions for ‘33, decline in lending by all banks as a % of total bank lending, July ‘29 to March ‘33 
Decline % average of earlier panics in district -33.2 -29.6 -25.2 -28.1 -26.4 -30.2 
Decline # average of earlier panics in district -34.1 -30.1 -25.4 -29.2 -29.2 -32.6 
Decline # maximum of earlier panics in district -41.2 -36.2 -30.5 -37.1 -35.2 -40.1 
All decline in lending due to panics -56.7 -53.0 -48.7 -51.5 -49.8 -53.6 
       

Notes: Standard errors are bootstrapped. See the text for details on calculations. Lending for member banks includes both loans and corporate 
bonds. Lending for non-members includes loans, corporate bonds, and government bonds. Alternative assumptions for 1933 described in text. FE 
indicates fixed effects estimation method. 
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Appendix Table D2: Effects of Banking Panics on Monetary Aggregates 
including Panic of 1933 
 

 
Change in 

Money Multiplier 
 Change in Money Supply 

($ Million) 

 

Observed Due to 
Panics 

 Observed Due to  
Panics 

Due to 
Monetary 

Base 

Due to  
Other Factors 

and 
Interaction 

        
Oct-29 -0.0002 -0.0238  569 -168 1,155 -418 
Dec-29 -0.0167 -0.0117  -470 -84 243 -629 
Mar-30 0.0961 -0.0274  -1,244 -199 -2,427 1,382 
Jun-30 0.1721 -0.0426  494 -293 451 336 
Sep-30 -0.2587 -0.0730  -715 -508 -347 140 
Dec-30 -0.4452 -0.1340  -498 -925 3,137 -2,710 
Mar-31 0.2268 -0.0889  -1,163 -656 -2,722 2,215 
Jun-31 -0.2545 -0.6073  -389 -4,210 1,925 1,896 
Sep-31 -0.6876 -0.3896  -1,400 -2,820 2,313 -893 
Dec-31 -0.8270 -0.6127  -2,611 -4,672 3,577 -1,516 
Jun-32 -0.1156 -0.1592  -3,960 -1,318 -2,786 143 
Sep-32 -0.1824 -0.0786  -439 -604 939 -773 
Dec-32 -0.2414 -0.0710  321 -560 1,374 -493 
        
Jun. 1929 to Dec. 1932        
Sum of changes -2.5341 -2.3198  -11,505 -17,018 6,832 -1,319 
Share due to:  91.5%   147.9% -59.4% 11.5% 
        
Jan. 1933 to Mar. 1933        
 Sum of changes -0.9209 -0.9835  -3,866 -8,070 1,631 2,573 
     208.7% -42.2% -66.6% 
Jun. 1929 to Mar. 1933        
Sum of changes  -3.4550 -3.3033  -15,371 -25,088 8,463 1,253 
Share due to:  95.6%   163.2% -55.1% -8.2% 
        

 
Notes: Column 1 indicates the month and year at the end of a call-report interval (i.e. date t). Columns 2 
and 4 report observed changes from t-1 to t in our data on monetary aggregates at the call-report 
frequency. Columns 3 and 5 indicate our estimate of how panics impacted monetary aggregates (based 
on equations 5 and 6). Column 6 equals column 3 minus columns 4 and 5. Sum of changes slightly 
overestimates total change due to compounding. 
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Appendix Figure D1.  
Decline in Time and Demand Deposits During the 1933 Panic for Banks in 100 Cities 
 

 

 
 
Appendix Figure D2. 
Decline in Time and Demand Deposits in New York City Banks During the 1933 Panic 
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