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A. Introduction 

 

This document sets out an introductory bibliography for researchers interested in questions 

relating to lethal autonomous weapons.  

 

This bibliography does not make any claims as to exhaustivity. It is simply a working list of 

varied materials of potential interest to researchers of lethal autonomy.  

 

It is divided into seven parts:  

 

1) Regulation - status and regulation of lethal autonomous weapons under international law, 

primarily international humanitarian law;  

 

2) Responsibility - responsibility for the actions of lethal autonomous weapons;  

 

3) Reports from states and international organisations;  

 

4) Reports from policy and non-governmental organisations;  

 

5) Technical - scientific materials relating to robotics and artificial intelligence;  

 

6) Broader legal analyses - legal literature discussing artificial intelligence from a broader 

perspective, going beyond regulation and responsibility; and  

 

7) Extra-disciplinary perspectives - survey of social science literature relating to artificial 

intelligence and lethal autonomy 

 

This document has been prepared by the team of the LAWS & War Crimes research project 

based at the Graduate Institute of International and Development Studies, Geneva. If you have 

any questions or comments in relation to this document, please reach out to the research team 

at laws.warcrimes@graduateinstitute.ch.  
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1) Alcala RTP and Jensen ET (eds), The Impact of Emerging Technologies on the Law of 

Armed Conflict (Oxford University Press 2019) 

2) Anderson K, ‘Why the Hurry to Regulate Autonomous Weapon Systems - But Not Cyber-

Weapons’ (2016) 30 Temple International and Comparative Law Journal 17 

3) Anderson K, Reisner D and Waxman M, ‘Adapting the Law of Armed Conflict to 

Autonomous Weapon Systems’ (2014) 90 International Law Studies 386 

4) Asaro P, ‘On Banning Autonomous Weapon Systems: Human Rights, Automation, and the 

Dehumanization of Lethal Decision-Making’ (2012) 94 International Review of the Red 

Cross 687 

5) Bhuta N and others (eds), Autonomous Weapons Systems: Law, Ethics, Policy (Cambridge 

University Press 2016) 

6) Birkeland JO, ‘The Concept of Autonomy and the Changing Character of War’ (2018) 5 

Oslo Law Review 73 

7) Brown G, ‘Out of the Loop’ (2016) 30 Temple International and Comparative Law Journal 

43 

8) Casey-Maslen S and others, Drones and Other Unmanned Weapons Systems Under 

International Law (Brill Nijhoff 2018) 

9) Chengeta T, ‘Are Autonomous Weapons Systems the Subject of Article 36 of Additional 

Protocol I to the Geneva Conventions’ (2016) 23 UC Davis Journal of International Law 

and Policy 65 

10) ——, ‘Measuring Autonomous Weapon Systems Against International Humanitarian Law 

Rules’ (2016) 5 Journal of Law and Cyber Warfare 66 

11) ——, ‘Defining the Emerging Notion of Meaningful Human Control in Weapon Systems’ 

(2017) 49 NYU Journal of International Law and Policy 833 

12) Crootof R, ‘The Killer Robots Are Here: Legal and Policy Implications’ (2015) 36 Cardozo 

Law Review 1837 

13) ——, ‘A Meaningful Floor for Meaningful Human Control’ (2016) 30 Temple 

International and Comparative Law Journal 53 

14) ——, ‘Autonomous Weapon Systems and the Limits of Analogy’ (2018) 9 Harvard 

National Security Law Journal 51 

15) Deeks A, Lubell N and Murray D, ‘Machine Learning, Artificial Intelligence, and the Use 

of Force by States’ (2019) 10 Journal of National Security Law and Policy 



25 November 2019  The LAWS & War Crimes Project 

 4 

16) Deeks AS, ‘Predicting Enemies’ (2018) 104 Virginia Law Review 1529 

17) DeSon JS, ‘Automating the Right Stuff - The Hidden Ramifications of Ensuring 

Autonomous Aerial Weapon Systems Comply with International Humanitarian Law’ 

(2015) 72 Air Force Law Review 85 

18) Egeland K, ‘Lethal Autonomous Weapon Systems under International Humanitarian Law’ 

(2016) 85 Nordic Journal of International Law 89 

19) Ekelhof MAC, ‘Complications of a Common Language: Why It Is so Hard to Talk about 

Autonomous Weapons’ (2017) 22 Journal of Conflict and Security Law 311 

20) Evans TD, ‘At War with the Robots: Autonomous Weapon Systems and the Martens 

Clause’ (2013) 41 Hofstra Law Review 697 

21) Galliott J, ‘The Soldier’s Tolerance for Autonomous Systems’ (2018) 9 Paladyn Journal of 

Behavioral Robotics 124 

22) Germain É, ‘Out of Sight, Out of Reach: Moral Issues in the Globalization of the 

Battlefield’ (2015) 97 International Review of the Red Cross 1065 

23) Haas MC and Fischer S-C, ‘The Evolution of Targeted Killing Practices: Autonomous 

Weapons, Future Conflict, and the International Order’ (2017) 38 Contemporary Security 

Policy 281 

24) Heathcote G, ‘Laws, UFOs and UAVs: Feminist Encounters with the Law of Armed 

Conflict’ in Dale Stephens and Paul Babie (eds), Imagining Law: Essays in Conversation 

With Judith Gardam (2016) 

25) Hollis DB, ‘Setting the Stage: Autonomous Legal Reasoning in International Humanitarian 

Law’ (2016) 30 Temple International and Comparative Law Journal 1 

26) Horowitz MC, ‘Why Words Matter: The Real World Consequences of Defining 

Autonomous Weapons Systems’ (2016) 30 Temple International and Comparative Law 

Journal 85 

27) Jensen ET, ‘Emerging Technologies and LOAC Signalling’ (2015) 91 International Law 

Studies 621 

28) Johansen SR, ‘So Man Created Robot in His Own Image: The Anthropomorphism of 

Autonomous Weapon Systems and the Law of Armed Conflict’ (2018) 5 Oslo Law Review 

89 

29) Kerr I and Szilagyi K, ‘Evitable Conflicts, Inevitable Technologies? The Science and 

Fiction of Robotic Warfare and IHL’ (2018) 14 Law, Culture and the Humanities 45 
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30) Krupiy T, ‘Of Souls, Spirits and Ghosts: Transposing the Application of the Rules of 

Targeting to Lethal Autonomous Robots’ (2015) 16 Melbourne Journal of International 

Law 145 

31) Lewis J, ‘The Case for Regulating Fully Autonomous Weapons’ (2015) 124 Yale Law 

Journal 1309 

32) Liivoja R, ‘Technological Change and the Evolution of the Law of War’ (2015) 97 

International Review of the Red Cross 1157 

33) Liivoja R and Chircop L, ‘Are Enhanced Warfighters Weapons, Means, or Methods of 

Warfare?’ (2018) 94 International Law Studies 161 

34) Liu H-Y, ‘Categorization and Legality of Autonomous and Remote Weapons Systems’ 

(2012) 94 International Review of the Red Cross 627 

35) McFarland T, ‘Factors Shaping the Legal Implications of Increasingly Autonomous 

Military Systems’ (2015) 97 International Review of the Red Cross 1313 

36) Mull NW, ‘The Roboticization of Warfare with Lethal Autonomous Weapon Systems 

(LAWS): Mandate of Humanity or Threat to It’ (2018) 40 Houston Journal of International 

Law 461 

37) Nasu H and McLaughlin R (eds), New Technologies and the Law of Armed Conflict 

(Springer 2013) 

38) Ohlin JD (ed), Research Handbook on Remote Warfare (Edward Elgar Publishing 2017) 

39) Press M, ‘Of Robots and Rules: Autonomous Weapon Systems in the Law of Armed 

Conflict’ (2017) 48 Georgetown Journal of International Law 1337 

40) Radin S and Coats J, ‘Autonomous Weapons Systems and the Threshold of Non-

International Armed Conflict’ (2016) 20 Temple International and Comparative Law 

Journal 133 

41) Sassòli M, ‘Autonomous Weapons and International Humanitarian Law: Advantages, 

Open Technical Questions and Legal Issues to Be Clarified’ (2014) 90 International Law 

Studies 308 

42) Scharre P, ‘Centaur Warfighting: The False Choice of Humans vs. Automation’ (2016) 30 

Temple International and Comparative Law Journal 151 

43) ——, Army of None: Autonomous Weapons and the Future of War (2018) 

44) Schmitt MN and Thurnher JS, ‘Out of the Loop: Autonomous Weapon Systems and the 

Law of Armed Conflict’ (2013) 4 Harvard National Security Law Journal 231 
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45) Schuller AL, ‘At the Crossroads of Control: The Intersection of Artificial Intelligence in 

Autonomous Weapon Systems with International Humanitarian Law’ (2017) 8 Harvard 

National Security Law Journal 379 

46) Sharkey NE, ‘The Evitability of Autonomous Robot Warfare’ (2012) 94 International 

Review of the Red Cross 787 

47) Sparrow R, ‘Twenty Seconds to Comply: Autonomous Weapon Systems and the 

Recognition of Surrender’ (2015) 91 International Law Studies 699 

48) Sparrow R, McLaughlin R and Howard M, ‘Naval Robots and Rescue’ (2017) 99 

International Review of the Red Cross 1139 

49) Stewart DM, ‘New Technology and the Law of Armed Conflict’ (2011) 87 International 

Law Studies 271 

50) van den Boogaard J, ‘Proportionality and Autonomous Weapons Systems’ (2015) 6 Journal 

of International Humanitarian Legal Studies 247 

51) von Heinegg WH, Frau R and Singer T (eds), Dehumanization of Warfare (Springer Berlin 

Heidelberg 2018) 

52) Wallach E and Thomas E, ‘The Economic Calculus of Fielding Autonomous Fighting 

Vehicles Compliant with the Laws of Armed Conflict’ (2016) 18 Yale Journal of Law and 

Technology 1 

53) Watts S, ‘Regulation-Tolerant Weapons, Regulation-Resistant Weapons and the Law of 

War’ (2015) 91 International Law Studies 540 

54) Williams WS and Ford CM (eds), Complex Battlespaces: The Law of Armed Conflict and 

the Dynamics of Modern Warfare (Oxford University Press 2019) 

55) Zyberi G and Heldal F, ‘Some Reflections on Autonomous Weapon Systems’ (2018) 5 

Oslo Law Review 70 
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3) Beard J, ‘Autonomous Weapons and Human Responsibilities’ (2014) 45 Georgetown 

Journal of International Law 617 

4) Brożek B and Janik B, ‘Can Artificial Intelligences Be Moral Agents?’ (2019) 54 New 
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5) Chengeta T, ‘Accountability Gap: Autonomous Weapon Systems and Modes of 

Responsibility in International Law’ (2016) 45 Denver Journal of International Law and 

Policy 1 

6) Crootof R, ‘War Torts: Accountability for Autonomous Weapons’ (2016) 164 University 

of Pennsylvania Law Review 1347 

7) Dunlap CJ, ‘Accountability and Autonomous Weapons: Much Ado About Nothing’ (2016) 

30 Temple International and Comparative Law Journal 63 

8) Gless S, Silverman E and Weigend T, ‘If Robots Cause Harm, Who Is to Blame: Self-

Driving Cars and Criminal Liability’ (2016) 19 New Criminal Law Review 412 

9) Hakli R and Mäkelä P, ‘Moral Responsibility of Robots and Hybrid Agents’ (2019) 102 

The Monist 259 

10) Hallevy G, When Robots Kill: Artificial Intelligence Under Criminal Law (Northeastern 

University Press 2013) 

11) Lewis DA, Blum G and Modirzadeh NK, ‘War-Algorithm Accountability’ (Harvard Law 

School Programme on International Law and Armed Conflict 2016) 
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12) Malik S, ‘Autonomous Weapon Systems: The Possibility and Probability of 

Accountability’ (2018) 35 Wisconsin International Law Journal 609 

13) Matthias A, ‘The Responsibility Gap: Ascribing Responsibility for the Actions of Learning 

Automata’ (2004) 6 Ethics and Information Technology 175 

14) McFarland T and McCormack T, ‘Mind the Gap: Can Developers of Autonomous 

Weapons Systems Be Liable for War Crimes?’ (2014) 90 International Law Studies 361 
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1) Group of Governmental Experts on Lethal Autonomous Weapons Systems, ‘Report of the 

2014 Informal Meeting of Experts on Lethal Autonomous Weapons Systems (LAWS)’ 

(Meeting of the High Contracting Parties to the Convention on Prohibitions or Restrictions 

on the Use of Certain Conventional Weapons Which May Be Deemed to Be Excessively 

Injurious or to Have Indiscriminate Effects 2014) CCW/MSP/2014/3 <https://documents-

dds-ny.un.org/doc/UNDOC/GEN/G14/048/96/PDF/G1404896.pdf?OpenElement> 

accessed 25 November 2019 

2) ——, ‘Report of the 2016 Group of Governmental Experts on Lethal Autonomous 

Weapons Systems (LAWS) (Advance Version)’ (Group of Governmental Experts of the 

High Contracting Parties to the Convention on Prohibitions or Restrictions on the Use of 

Certain Conventional Weapons Which May Be Deemed to Be Excessively Injurious or to 

Have Indiscriminate Effects 2016) 

<https://www.unog.ch/80256EDD006B8954/(httpAssets)/DDC13B243BA863E6C1257F

DB00380A88/$file/ReportLAWS_2016_AdvancedVersion.pdf> accessed 25 November 

2019 

3) ——, ‘Report of the 2017 Group of Governmental Experts on Lethal Autonomous 

Weapons Systems (LAWS)’ (Group of Governmental Experts of the High Contracting 

Parties to the Convention on Prohibitions or Restrictions on the Use of Certain 

Conventional Weapons Which May Be Deemed to Be Excessively Injurious or to Have 

Indiscriminate Effects 2017) CCW/GGE.1/2017/3 
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<https://www.unog.ch/80256EDD006B8954/(httpAssets)/20092911F6495FA7C125830E
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5) ——, ‘Draft Conclusions From the First Session of the 2019 Group of Governmental 

Experts on Lethal Autonomous Weapons Systems (LAWS) (Chair’s Non-Paper)’ 
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6) UK Ministry of Defence, ‘Joint Doctrine Publication 0-30.2: Unmanned Aircraft Systems’ 

<https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment

_data/file/673940/doctrine_uk_uas_jdp_0_30_2.pdf> accessed 25 November 2019 

7) United States Air Force Office of the Chief Scientist, ‘Autonomous Horizons: System 

Autonomy in the Air Force - A Path to the Future: Volume 1: Human-Autonomy Teaming 

(AF/ST TR 15-01)’ 

<https://www.af.mil/Portals/1/documents/SECAF/AutonomousHorizons.pdf?timestamp=

1435068339702> accessed 25 November 2019 

8) US Department of Defence Defense Science Board, ‘Directive 3000.09: Autonomy in 

Weapon Systems’ <https://www.hsdl.org/?view&did=794641> accessed 25 November 

2019 
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