
Course Description
We will discuss and employ various statistical techniques to estimate and an-

alyze causal impacts of policies: difference in differences, regression discontinuity
design, propensity score matching, randomized control trials, and instrumental
variables. The econometrics courses of the program are a prerequisite for this
course. While participants may feel free to use the free statistical software R or
Python for their own work, they are likely to be confronted with code in Stata
as they will replicate examples from the literature and present their insights. In
addition, there will be a midterm and a final exam. Participants are expected
to have read the indicated literature before the classes and to record their pre-
sentations and watch those of others in advance so that in the time together we
can focus on questions, discussion, and applications.

For an overview:

• Imbens, Guido W. and Jeffrey M. Wooldridge (2009). Recent develop-
ments in the econometrics of program evaluation. Journal of Economic
Literature, 47(1):5–86.

• Heckman, James J. and Edward J. Vytlacil (2007). Econometric evalu-
ation of social programs, part 1: Causal models, structural models, and
econometric policy evaluation. In Heckman, James J. and Edward E.
Leamer, editors, Handbook of Econometrics, volume 6B, chapter 70, pages
4779–4874. North Holland, Amsterdam.

• Athey, S. and Guido W. Imbens (2017). The state of applied economet-
rics: Causality and policy evaluation. Journal of Economic Perspectives,
31(2):3–32.

Introduction
• Ravallion, Martin (2009). Evaluation in the practice of development.
World Bank Research Observer, 24(1):29–53.
• Heckman, James J. and Edward Vytlacil (2005). Structural equations,
treatment effects and econometric policy evaluation. Econometrica, 73(3):669–
738.

Randomization
• Heckman, James J. (1996). Randomization as an instrumental variable.
Review of Economics and Statistics, 78(2):336–341.
• Deaton, Angus (2010). Instruments, randomization, and learning about
development. Journal of Economic Literature, 48(2):424–455.
• Imbens, Guido W. (2010). Better LATE than nothing: Some comments
on Deaton (2009) and Heckman and Urzua (2009). Journal of Economic
Literature, 48(2):399– 423.
• Barrett, Christopher B. and Michael R. Carter (2010). The power and
pitfalls of experiments in development economics: Some non-random re-
flections. Applied Economic Perspectives and Policy, 32(4):515–548.
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• Ravallion, Martin (2012). Fighting poverty one experiment at a time: A
review of Abhijit Banerjee and Esther Duflo’s Poor economics: A radical
rethinking of the way to fight global poverty. Journal of Economic Liter-
ature, 50(1):103–114.
• Deaton, Angus and Nancy Cartwright (2018). Understanding and mis-
understanding randomized controlled trials. Social Science & Medicine,
210:2–21.
• Ravallion, Martin (2020). Should the randomistas (continue to) rule?
NBER Working Paper 27554.
• Young, Alwyn (2019a). Channeling fisher: Randomization tests and the
statistical insignificance of seemingly significant experimental results. The
Quarterly Journal of Economics, 134(2):557–598.
• Malani, Anup (2006). Identifying placebo effects with data from clinical
trials. Journal of Political Economy, 114(2):236–256.
• Bulte, Erwin, Gonne Beekman, Salvatore Di Falco, Joseph Hella, and
Pan Lei (2014). Behavioral responses and the impact of new agricultural
technologies: Evidence from a double-blind field experiment in Tanzania.
American Journal of Agricultural Economics, 96(3):813–830.
• Chassang, Sylvain, Gerard Padró I Miquel, and Erik Snowberg (2012).
Selective trials: A principal-agent approach to randomized controlled ex-
periments. American Economic Review, 102(4):1279–1309.
• Wing, Coady and Margaret Hilary Clark, (2016). What can we learn
from a doubly randomized preference trial?–An instrumental variables per-
spective. Journal of Policy Analysis and Management, 36(2):418–437.
• Okeke, Edward N. (2023). When a Doctor Falls from the Sky: The
Impact of Easing Doctor Supply Constraints on Mortality. American Eco-
nomic Review, 113(3):585-627.

Statistical power, surveys and Hawthorne effects
• Bloom, Howard S. (1995). Minimum detectable effects: A simple way to
report the statistical power of experimental designs. Evaluation Review,
19(5):547–556.
• Blair, Graeme, Jasper Cooper, Alexander Coppock, and Macartan Humphreys
(2019). Declaring and diagnosing research designs. American Journal of
Political Science, 113(3):838–859.
• Deaton, Angus (1997). The Analysis of Household Surveys. a Microeco-
nomic Approach to Development Policy. Johns Hopkins University Press,
Baltimore, MD.
• Ranganathan, Aruna (2018). The artisan and his audience: Identifica-
tion with work and price-setting in a handicraft cluster in southern India.
Administrative Science Quarterly, 63(3):637–667.
• Zwane, Alix Peterson, Jonathan Zinman, Eric Van Dusen, William
Pariente, Clair Null, Edward Miguel, Michael Kremer, Dean S. Karlan,
Richard Hornbeck, Xavier Giné, Esther Duflo, Florencia Devoto, Bruno
Crepon, and Abhijit Banerjee (2011). Being surveyed can change later
behavior and related parameter estimates. Proceedings of the National

2



Academy of Sciences of the United States of America, 108(5):1821–1826.
• Levitt, Steven D. and John A. List (2011). Was there really a Hawthorne
effect at the Hawthorne plant? An analysis of the original illumination
experiments. American Economic Journal: Applied Economics, 3(1):224–
238.

IV and RDD
• Hausman, Jerry A. (1983). Specification and estimation of simultaneous
equation models. In Griliches, Z. and Intriligator, M., editors, Handbook
of Econometrics, volume 1, pages 391–448, The Netherlands. North Hol-
land.
• Hahn, Jinyong and Jerry A. Hausman (2002). Notes on bias in estima-
tors for simultaneous equation models. Economics Letters, 75(2):237–241.
• Conley, Timothy G., Christian B. Hansen, and Peter E. Rossi. (2012).
Plausibly exogenous. Review of Economics and Statistics, 94(1):260–272.
• Bazzi, Samuel and Michael A. Clemens (2013). Blunt instruments:
Avoiding common pitfalls in identifying the causes of economic growth.
American Economic Journal: Macroeconomics, 5(2):152–186.
• Young, Alwyn (2022). Consistency without inference: Instrumental vari-
ables in practical applications. European Economic Review, 147, 104112.
• Imbens, Guido and Thomas Lemieux (2008). Regression discontinuity
designs: A guide to practice. Journal of Econometrics, 142(2):615–635.
• Lee, David S. and Thomas Lemieux (2010). Regression discontinuity
designs in economics. Journal of Economic Literature, 48(2):281–355.

Panel data structures
• Mundlak, Yair (1978). On the pooling of time series and cross section
data. Econometrica, 46(1):69–85.
• Hausman, Jerry A. and William E. Taylor (1981). Panel data and un-
observable individual effects. Econometrica, 49(6):1377–1398.
• Lancaster, Tony (2000). The incidental parameter problem since 1948.
Journal of Econometrics, 95(2):391–413.
• Semykina, Anastasia and Jeffrey M. Wooldridge (2010). Estimating
panel data models in the presence of endogeneity and selection. Journal
of Econometrics, 157(2):375–380.
• Hausman, Jerry A. (2001). Mismeasured variables in econometric anal-
ysis: Problems from the right and problems from the left. Journal of
Economic Perspectives, 15(4):57–67.
• Griliches, Zvi and Jerry A. Hausman (1986). Errors in variables in panel
data. Journal of Econometrics, 31(1):93–118.
• Hausman, Jerry A., Jason Abrevaya, and Fiona M. Scott-Morton (1998).
Misclassification of the dependent variable in a discrete-response setting.
Journal of Econometrics, 87(2):239–269.
• Lewbel, Arthur (2012). Using heteroskedasticity to identify and esti-
mate mismeasured and endogenous regressor models. Journal of Business
and Economic Statistics, 30(1):67–80.
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• Dagenais, Marcel G. and Denyse L. Dagenais (1997). Higher moment
estimators for linear regression models with errors in the variables. Jour-
nal of Econometrics, 76(1- 2):193–221.
• de Chaisemartin, Clément and Xavier D’Haultfœuille (2020). Two-way
fixed effects estimators with heterogeneous treatment effects. American
Economic Review, 110(9):2964– 2996.
• Rambachan, Ashesh and Jonathan Roth (2023). A More Credible Ap-
proach to Parallel Trends, Review of Economic Studies, 90(5):2555–2591.
• Sun, Liyang and Sarah Abraham (2021). Estimating dynamic treatment
effects in event studies with heterogeneous treatment effects. Journal of
Econometrics, 225(2):175– 199.
• Callaway, Brantly and Pedro H.C. Sant’Anna (2021). Difference-in-
differences with multiple time periods. Journal of Econometrics, 225(2):200–
230.
• Goodman-Bacon, Andrew (2021). Difference-in-differences with varia-
tion in treatment timing. Journal of Econometrics, 225(2):254–277.
• Borusyak, Kirill, Xavier Jaravel, and Jan Spiess (2021). Revisiting event
study designs: robust and efficient estimation., Working Paper.
• Wooldridge, Jeffrey M. (2021). Two-way fixed effects, the two-way
Mundlak regression, and difference-in-differences estimators, Working Pa-
per.
• Verbeek, Marno and Theo Nijman (1993). Minimum MSE estimation of
a regression model with fixed effects from a series of cross-sections. Jour-
nal of Econometrics, 59(1-2):125–136.
• Abadie, Alberto, Alexis Diamond, and Jens Hainmueller (2015). Com-
parative politics and the synthetic control. American Journal of Political
Science, 59(2):495–510.

External validity, replicability and lack of statistical significance
• Rosenzweig, Mark R. and Christopher Udry (2019). External validity
in a stochastic world: Evidence from low-income countries. The Review
of Economic Studies, 87(1):343– 381.
• Nosek, Brian A., Jeffrey R. Spies, and Matt Motyl (2013). Scientific
utopia: II. Restructuring incentives and practices to promote truth over
publishability. Perspectives on Psychological Science, 7:615–631.
• Smaldino, Paul E. and Richard McElreath (2016). The natural selection
of bad science. Royal Society Open Science, 3:160384.
• Andrews, Donald W. K. (1989). Power in econometric applications.
Econometrica, 57(5):1059–1090.
• Imbens, Guido W. (2021). Statistical Significance, p-Values, and the
Reporting of Uncertainty. Journal of Economic Perspectives, 35(3):157-
74.

Quantile regressions and heterogeneity
• Koenker, Roger and Kevin Hallock (2001). Quantile regression. Journal
of Economic Perspectives, 15(4):143–156.
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• Heckman, James J. and Edward J. Vytlacil (1999). Local instrumental
variables and latent variable models for identifying and bounding treat-
ment effects. Proceedings of the National Academy of Sciences of the
United States of America, 96(8):4730–4734.
• Heckman, James J., Sergio Urzua, and Edward Vytlacil (2006). Un-
derstanding instrumental variables in models with essential heterogeneity.
Review of Economics and Statistics, 88(3):389–432.
• Heckman, James J. and Salvador Navarro-Lozano (2004). Using match-
ing, instrumental variables and control functions to estimate economic
choice models. Review of Economics and Statistics, 86(1):30–57.
• Ravallion, Martin (2015). On the implications of essential heterogeneity
for estimating causal impacts using social experiments. Journal of Econo-
metric Methodology, 4(1):145–151.
• Słoczyński, Tymon (2022). Interpreting OLS Estimands When Treat-
ment Effects Are Heterogeneous: Smaller Groups Get Larger Weights.
The Review of Economics and Statistics, 104 (3):501–509.
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